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Quantum computers must be able to function in the presence of decoherence. The simplest strategy for
decoherence reduction is dynamical decoupling (DD), which requires no encoding overhead and works by
converting quantum gates into decoupling pulses. Here, using the IBM and Rigetti platforms, we
demonstrate that the DD method is suitable for implementation in today’s relatively noisy and small-scale
cloud-based quantum computers. Using DD, we achieve substantial fidelity gains relative to unprotected,
free evolution of individual superconducting transmon qubits. To a lesser degree, DD is also capable of
protecting entangled two-qubit states. We show that dephasing and spontaneous emission errors are
dominant in these systems, and that different DD sequences are capable of mitigating both effects. Unlike
previous work demonstrating the use of quantum error correcting codes on the same platforms, we make no
use of postselection and hence report unconditional fidelity improvements against natural decoherence.
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Introduction.—Two decades after the first detailed quan-
tum computing proposals [1–4], rudimentary gate-model
quantum computers (QCs) based on superconducting trans-
mon qubits with coherence times in the microsecond range
are finally available and remotely accessible via public
cloud-based services. Interest in these platforms, made
publicly available so far by IBM, Rigetti, and Alibaba, has
been high, and numerous experiments have been reported
demonstrating a variety of quantum protocols [5–8] and
algorithms [9–11]. Given their present intermediate scale of
10–20 fairly noisy qubits, gates, and measurements [12],
the current QCs are particularly very well suited to tests of
simple quantum error correction and suppression protocols.
Indeed, a variety of quantum error correction (QEC)
experiments on cloud-based platforms have been reported
[13–19]. However, so far this body of work has not offered
a demonstration that QEC can result in improvements for
general decoherence while applying standard initialization,
gates, and readout operations (we review these studies in
Ref. [20], Sec. A). The main reason appears to be that the
overhead introduced by QEC results in error rates that are
too high to be compensated by the schemes that have been
tried so far, and claims of improvement have had to resort to
cleverly avoiding the execution of actual initialization and
key gate operations [19].
Here, rather than attempting to demonstrate error cor-

rection, we focus on error suppression. Specifically, we
seek to mitigate the effects of decoherence using dynamical
decoupling (DD) [36–39], one of the simplest strategies

available in the toolkit of quantum error mitigation [40]. We
demonstrate that DD is capable of extending the lifetimes
of single-qubit states as well as entangled two-qubit states.
To the best of our knowledge, this amounts to the first
unequivocal demonstration of successful decoherence
mitigation in cloud-based superconducting qubit platforms.
Moreover, as a test of the robustness of our results we
performed DD experiments on three of the cloud-based
systems, the 16-qubit IBMQX5, 5-qubit IBMQX4, and the
19-qubit Rigetti Acorn chips. Given their similarities they
provide suitable platforms for independent tests of the
performance of DD and we expect that the lessons drawn
will have wide applicability.
Dynamical decoupling.—DD is a well-established

method designed to suppress decoherence via the applica-
tion of pulses applied to the system, that cancel the system-
environment interaction to a given order in time-dependent
perturbation theory [41]. A large variety of DD protocols
has been developed and tested, with some of the more
advanced protocols capable of reducing decoherence to
arbitrarily low levels under the assumption of perfectly
implemented instantaneous pulses with arbitrarily small
pulse intervals [42–46]. In reality, pulses are of course
never implemented perfectly, have a minimum duration,
and pulse intervals are finite. Various specialized DD
sequences have been developed to handle such conditions
as well [34,47–50] and it has been shown that imperfect DD
can improve the performance of fault-tolerant quantum
computation [51]. Here, as a proof of principle, we explore
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the benefits of using primarily the simplest DD sequence,
designed to offer only first order cancellation and not
designed with robustness against pulse imperfections in
mind, namely, the XY4 “universal decoupling” sequence
[39]. This sequence consists of a simple repetition of the
pulse pattern XYXY, where X and Y are rotations by π
about the x and y axes of the single-qubit Bloch sphere,
and the system evolves freely for time τ between the
pulses. Starting from the system-bath Hamiltonian H ¼
HS þHB þHSB, with the interaction term HSB ¼P

N
i¼1

P
α∈fx;y;zg σαi ⊗ Bα

i , where σαi and Bα
i are, respec-

tively, Pauli matrices acting on qubit i, and general
operators acting on the bath, the action of theXY4 sequence
is readily shown to result in the elimination of HSB to first
order in τ in the joint system-bath unitary propagator, under
the assumption of instantaneous X and Y pulses.
Methodology.—The native single gates on the IBM and

Rigetti platforms are rotations RαðϕÞ ¼ exp½iðϕ=2Þσα�,
with α ∈ fy; zg (see Ref. [20], Sec. B, for more details
about these platforms). Arbitrary single-qubit unitaries can
be applied by specifying Euler angles θ;ϕ; λ such that
Uðθ;ϕ; λÞ ¼ iRzðϕÞRyðθÞRzðλÞ. Since DD is expected to
provide quantum error suppression for arbitrary initial
states, we tested the performance of DD on a variety of
initial states by repeatedly preparing single-qubit states of
the form jψi ¼ Uðθ;ϕ; λÞj0i, where j0i and j1i are
computational basis states (eigenstates of σz). It should
be noted that in transmon qubits the j0i and j1i states are,
respectively, the ground and first excited states; this has
important implications as discussed below. DD pulses were
applied as the gates X ¼ i exp½−iðπ=2Þσx� ¼ Uðπ; 0; πÞ
and Y¼ iexp½−iðπ=2Þσy�¼Uðπ;2π;0Þ. On the IBMQX5
(Acorn) chip each single-qubit pulse lasted 80 (40) ns, with
a 10 ns buffer of free evolution between pulses, and each
such run was repeated 8192 (1000) times. Identity pulses
were implemented as free evolutions lasting 90 (50) ns on
the IBMQX5 (Acorn) chip. Since measurements are only
possible in the Z basis, we applied U†ðθ;ϕ; λÞ at the end of
each run and measured the final state of each qubit in the
Z basis.
Our key performance metric is the fidelity between the

input and the output states, defined as the total number of
j0i states empirically observed divided by the total number
of repetitions. We considered two types of initial condi-
tions. In “type 1,” θ was varied in 16 equidistant steps in the
range ½0; π�, with ϕ¼λ¼0. This corresponds to a sequence
of states (superpositions for 0 < θ < π) of the form jψi ¼
cos ðθ=2Þj0i þ sin ðθ=2Þj1i (up to a global phase). In
“type 2,” we considered a set of 30 random initial
conditions sampled uniformly from the Bloch sphere
along with the 6 eigenstates of the Pauli matrices, i.e.,
j0i;j1i;j�i¼ð1= ffiffiffi

2
p Þðj0i�j1iÞ;j�ii¼ð1= ffiffiffi

2
p Þðj0i�ij1iÞ.

Single-qubit results.—We first tested the dependence on
the initial state using type 1 preparation, as shown in Fig. 1.
Under free evolution, the fidelity is relatively high for θ ≈ 0

(corresponding to the ground state j0i) on both devices, and
approaches a clear minimum for θ ≈ ð5π=8Þ, i.e., a super-
position state slightly biased towards j1i. On both devices
the free evolution fidelity rises towards the excited state j1i,
but remains well below that of the ground state. Thus
coherent superposition states undergo significant dephasing
and the excited state j1i undergoes spontaneous emission
(SE) and relaxes to the ground state.
The situation is dramatically different under DD. When

compared at the pulse number for which DD exhibits the
highest error suppression [N ¼ 40 (192) for IBM (Rigetti)],
on both devices the θ dependence is essentially eliminated,
as shown in Fig. 1. It is clear that the overall fidelity
(averaged over θ) increases significantly, while DD reduces
the fidelity of states close to the ground state. This is
consistent with the XY4 sequence suppressing all single-
qubit error types equally. For more details see Ref. [20],
Sec. D.
Figure 2 shows the results under type 2 preparation. For

IBMQX5, DD significantly reduces the fidelity decay up to
N ≈ 110 pulses. The free evolution fidelity decays rapidly
but has a shallow minimum at N ≈ 60, then surpasses the
fidelity under DD for N > 110, which continues to decay
exponentially. This exponential decay is consistent with
Markovian dynamics.
The situation is rather different for Acorn. First, we note

that the initial fidelity (determined by the initialization and
readout errors) is lower for Acorn than for IBMQX5: ∼0.91
and ∼0.96, respectively. Second, the fidelity under DD is
consistently greater than under free evolution, and the roles
are reversed: free evolution is very nearly Markovian

FIG. 1. Mean fidelity over 16 qubits of IBMQX5 and 15 qubits
of Acorn, for initial states jψi ¼ −i½cos ðθ=2Þj0i þ sin ðθ=2Þj1i�.
Results shown are under DD using XY4 and under free evolution.
IBMQX5: after N ¼ 40 pulses, i.e., 10 repetitions of the base
XY4 sequence. DD improves the fidelity only for states with
θ ≳ π=3. Acorn: after N ¼ 192 pulses, i.e., 48 repetitions of the
base XY4 sequence. DD improves the fidelity only for states with
θ ≳ π=4. Throughout, we report 2σ error bars (95% confidence
intervals) calculated using the bootstrap method (for more details
see Ref. [20], Sec. C).
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(exponential decay) while under DD it exhibits a recur-
rence. These fidelity differences suggest that the environ-
ments are different for the two QCs, with the native
IBMQX5 environment being non-Markovian, while that
of Acorn is more Markovian. Conversely, DD removes the
non-Markovian component for IBMQX5, while it intro-
duces a non-Markovian component for Acorn. We may
speculate that the non-Markovianity is due to residual low-
frequency noise (e.g., 1=f) in the IBMQX5 case, and that
the DD pulses themselves introduce low frequency noise in
the Acorn case.
To quantify the fidelity decay with and without DD we

fit the data to a modulated exponential decay with three
free parameters λ, α (dimensionless decay times), and γ
(dimensionless modulation frequency):

FðNÞ ¼ cfðNÞ þ c0; fðNÞ ¼ e−N=λ cosðNγÞ þ e−N=α:

c ¼ FNmax
− F0

fðNmaxÞ − 1
; c0 ¼ F0 − c: ð1Þ

Here, F0 is the initial fidelity, FNmax
is the fidelity at N ¼

592 (192) for IBMQX5 (Acorn). The deviation of FNmax

from 1 accounts for the initialization errors, readout errors,
and decoherence that were not canceled by DD, as well as
the errors accumulated during the application of the
imperfect DD pulses, arising from imperfect control over
the pulse shape, duration, and interval. Table I summarizes
the values of the fit parameters.
While λ quantifies the sharp decay during the beginning

of the evolution, evolution at longer timescales is quantified
by α. The most significant finding for IBMQX5 is that the
initial decay time characterized by λ is more than tripled in
the presence of DD. While the improvement in decay time
is much more modest for Acorn, the result is in a sense even
better than for IBMQX5, in that DD improves its fidelity
for all N we were able to test. We also tested DD on the
5-qubit IBMQX4, with similar results (see Ref. [20],
Sec. B. 2, for details).
Dephasing vs spontaneous emission.—Figure 1 shows

that both dephasing and SE play important roles. This is
studied in more detail in Ref. [20], Sec. D, where we show
that for initial states close to the ground state j0i, DD is
worse than free evolution, but for superposition states
susceptible to dephasing, and states close to the excited
state j1i susceptible to SE, there is a clear benefit in using
the XY4 sequence. In light of this, it is interesting to try to
address one of these error sources at a time. A DD sequence
that suppresses only dephasing (σz) errors is ðXIÞN or
ðYIÞN (N repetitions of XI or YI), since X and Y
anticommute with σz. Likewise, SE is suppressed by
ðZIÞN , since Z anticommutes with σ−. We report on results
for these sequences in Ref. [20], Sec. E; they underperform
XY4, as expected, but both lead to a substantial slowing
down of fidelity decay, with dephasing suppression being
the dominant effect, accounting for nearly 90% of the value
of λ under XY4. This can be viewed as an example of using
DD as a diagnostic tool, to identify the relative dominance
of different decoherence channels [52,53].
Dependence on the pulse interval.—It is well known

from DD theory that performance depends strongly on the
pulse interval τ [40]. We thus consider the intersection time
of the fidelity curves under free evolution and DD for
IBMQX5, denoted tint, which represents the duration over
which DD improves the fidelity over free evolution. The
dependence on τ is shown in Fig. 3. We observe that, as

FIG. 2. Mean fidelity, after averaging over all qubits, and all 36
initial conditions in type 2 preparation, as a function of the
number of pulses for IBMQX5 (bottom axis) and Acorn (top
axis). The pulse interval is the shortest possible: 90 ns for
IBMQX5, and 50 ns for Acorn. Solid lines are fits to Eq. (1), with
fit parameters as per Table I.

TABLE I. Fit parameters when Eq. (1) is used to fit the mean fidelities in Fig. 2. The first decay constant λ is significantly increased
under DD. The second decay constant α is effectively infinite for all evolutions other than IBMQX5’s free evolution. The modulation
frequency γ vanishes for IBMQX5 under DD and is near zero for Acorn under free evolution, consistent with purely exponential fidelity
decay, i.e., Markovian evolution.

Machine Evolution F0 × 10−2 FNmax
× 10−2 λ α γ

IBMQX5 Free 96.5� 0.1 55.6� 0.7 28.9� 1.2 910� 5 0.73� 0.12
IBMQX5 DD 96.5� 0.1 53.1� 0.1 88.4� 0.3 ∞ 0
Acorn Free 90.8� 0.4 59.8� 0.6 68.1� 1.3 ∞ 0.14� 0.11
Acorn DD 90.8� 0.4 77.1� 0.4 74.9� 0.9 ∞ 0.50� .03
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expected, tint decays to first order in τ, implying that as the
pulse interval increases, DD becomes less effective. Also
shown in Fig. 3 is the decay-time exponent λ as a function
of τ, which behaves similarly: λ decays from an initial value
of ≈88 to ≈60, still twice as large as that of free evolution
(≈29). Somewhat surprisingly, both tint and λ decay non-
monotonically with τ, a finding that is not captured by
standard DD theory and presents an interesting open
theoretical problem. Additional analysis is presented in
Ref. [20], Sec. F.
Protection of two-qubit entangled states.—To evaluate

the performance of DD in preserving entangled states, we
initialized qubit pairs in Bell states of the form jΦþi ¼
ð1= ffiffiffi

2
p Þðj00i þ j11iÞ and jΨþi ¼ ð1= ffiffiffi

2
p Þðj01i þ j10iÞ,

followed by an XY4 DD sequence (higher order DD
sequences for entanglement protection are known as well
[54]). Ideally, one would perform the measurements in the
Bell basis and report the corresponding fidelities. However,
we found that due to the relatively large errors introduced
by CNOT gates and the high readout errors, Bell basis
measurements yielded very noisy data which was difficult
to draw meaningful conclusions from. Therefore we instead
performed a measurement of both qubits in the computa-
tional basis fj00i; j01i; j10i; j11ig.
Let pij be the probability of measuring the computa-

tional basis state jiji, with i; j ∈ f0; 1g. Our results are
plotted in Fig. 4, which shows the probabilities pij that
were measured after initializing the system in a Bell state
and letting it evolve either freely or under DD. Under ideal
conditions one would expect to have p00 ¼ p11 ¼ 0.5 for
jΦþi and p01 ¼ p10 ¼ 0.5 for jΨþi. Instead, for both QCs,
Fig. 4 (top row) shows a strong bias for j00i over j11i upon
initialization (N ¼ 0) for the jΦþi case, with some con-
tamination by the j01i and j10i states. For the jΨþi case,
Fig. 4 (bottom row) shows contamination by j00i and j11i
upon initialization (stronger for IBMQX5 than for Acorn),
and a curious bias towards j01i over j10i for Acorn. We
attribute these effects to the single-digit percentage readout
errors (see Ref. [20], Sec. B) and the CNOT gate errors.
Clearly, the preparation of the Bell states is itself prone to
substantial errors on both QCs.
As mentioned earlier, SE plays a key role and, con-

sequently, the main effect under free evolution is a sharp
increase in p00 with N on both devices. Under DD, the
main beneficial effect is that this dominance of the ground
state j00i is suppressed. However, on IBMQX5 for both
jΦþi and jΨþi a nearly uniform distribution over all four

FIG. 3. DD performance as a function of pulse interval τ for
IBMQX5 (in units of 90 ns). The intersection time tint of the
fidelity curves under free evolution and DD, and the decay-time
exponent λ, as a function of the pulse spacing τ. Linear fits yield
tint ¼ −3.5ðτ=90 nsÞ þ 108 and λ ¼ −4.3ðτ=90 nsÞ þ 88.0.

FIG. 4. Probabilities of different computational basis states after DD for initially prepared Bell states jΦþi ¼ ð1= ffiffiffi
2

p Þðj00i þ j11iÞ
and jΨþi ¼ ð1= ffiffiffi

2
p Þðj01i þ j10iÞ, as a function of the number of pulses, for both IBMQX5 and Acorn. Top row: free evolution. Bottom

row: evolution under DD. The j00i state is favored under free evolution. The solid horizontal line indicates p ¼ 0.25, the limit of a fully
mixed state. For jΨþi there is no noticeable difference in the performance with or without DD. For jΦþi on IBMQX5, after N ≈ 20,
p11 ≈ 0.25, suggesting that at this point all information has essentially been scrambled. On Acorn, complete scrambling of jΦþi occurs
after N ∼ 30. Overall, DD is more effective at slowing down the decay to the fully mixed state for Acorn than for IBMQX5.
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computational basis states is reached after 100 pulses. The
trend is similar for Acorn, but the decay to the fully mixed
state is slowed down more by DD than for IBMQX5, and
DDmanages to keep the original ratio of p00=p11 up to∼50
pulses. Overall, it is clear that entanglement is rapidly lost,
but is slowed down somewhat by DD.
Conclusions and outlook.—Our results demonstrate the

undeniable usefulness of DD on prototype QCs for the
suppression of inherent decoherence, a feature which has
yet to be demonstrated unconditionally using QEC [13–19]
(see Ref. [20], Sec. A). It is remarkable that performance
improvement was achievable despite significant pulse
implementation imperfections. Therefore, we conclude
that, given a quantum circuit, it is already advantageous
to perform dynamically decoupled evolution rather than
free evolution between computational gates [51].
In the future, as the error rates of measurement and

multiqubit gates are reduced, it should become possible to
more accurately assess the effectiveness of DD. We
anticipate that reduction in multiqubit errors will alleviate
the restrictions placed by connectivity of the qubits as it
will be possible to perform more SWAP gates without
corrupting the states. In such scenarios, hybrid QEC-DD
[51,55,56] methods could be experimentally assessed and
would constitute an attractive near-term target for higher
performance gains than is enabled by either scheme alone.
Another attractive prospect for future experiments is the

implementation of higher-order DD sequences. Indeed, we
have already tested higher-order sequences based on
genetic algorithms [34], and found a small improvement
over XY4 (see Ref. [20], Sec. G). The success of such
sequences in providing better fidelity improvements than
the XY4 sequence will depend on improved pulse control
(such as the ability to fine-tune pulse intervals, needed to
implement UDD [43] and QDD [44]), reduction of the
pulse interval and duration, etc. Implementation of robust
DD sequences [34,47–50] is another particularly promis-
ing venue.
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