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Amorphous silicon has ideal properties for many applications in fundamental research and industry.
However, the optical absorption is often unacceptably high, particularly for gravitational-wave detection.
We report a novel ion-beam deposition method for fabricating amorphous silicon with unprecedentedly low
unpaired electron-spin density and optical absorption, the spin limit on absorption being surpassed for the
first time. At low unpaired electron density, the absorption is no longer correlated with electron spins, but
with the electronic mobility gap. Compared to standard ion-beam deposition, the absorption at 1550 nm is
lower by a factor of ≈100. This breakthrough shows that amorphous silicon could be exploited as an
extreme performance optical coating in near-infrared applications, and it represents an important proof of
concept for future gravitational-wave detectors.
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Introduction.—Highly reflective optical coatings have a
wide range of applications in research and technology.
Ultrastable optical cavities are essential components in
atomic clocks, which are revolutionizing time and fre-
quency standards and measurement [1–3]. Ultrastable
cavities also form the heart of a gravitational-wave detector.
The measurement of gravitational waves is an exciting tool
for astrophysics, making dark objects such as black holes
visible [4–7]. In all of these applications, performance is
currently limited by Brownian thermal noise, which is
proportional to the mechanical loss and thickness of the
mirror coatings [8–11].
Amorphous silicon (a-Si) is a highly interesting coating

material due to low mechanical loss at room temperature,
which decreases toward low temperatures [12,13], and a
very high refractive index of approximately n ¼ 3.5 in the
near-infrared (NIR). Highly reflective dielectric mirror
coatings comprise alternating layers of materials with
low and high n. Typically, the layers are a quarter of the
design wavelength in optical thickness [quarter-wave
optical thickness (QWOT)], optical thickness being equal
to nd, where d is physical thickness of the layer, two of the
most commonly used wavelengths being 1064 and
1550 nm. Compared to materials of lower n, the high
index of a-Si allows fewer layers to be deposited in order to
achieve the same reflectivity, due to a higher refractive
index contrast Δn between the two materials. Additionally,
the quarterwave thickness is directly reduced.

To avoid heating and thermal deformation of the mirrors
in gravitational-wave detectors, or to realize ultrahigh
finesse cavities, low optical absorption at the ppm (10−6)
level is required. However, the optical absorption of a-Si
may be significantly higher [14]. Recent research has
resulted in an absorption reduction of more than a factor
of 50 when using a-Si at a wavelength of 2 μm, and at low
temperatures [15,16]. However, shorter wavelengths are
preferable, because an increase in wavelength increases the
coating thickness by the ratio of the wavelengths, and
therefore coating thermal noise by the square root of the
ratios. In addition, the telecommunication wavelength of
1550 nm is attractive, due to the ready availability of high
power lasers and optical components.
Incorporating hydrogen into a-Si has been reported to

significantly reduce optical absorption [17]. However,
hydrogenation may be undesirable due to reduction of
the refractive index and may result in the formation of
infrared absorbing hydroxyl (OH) groups when combined
with frequently used low-n oxide materials (e.g., SiO2).
In this Letter, we describe a novel ion-beam deposition

(IBD) process for fabricating hydrogen-free low-absorbing
a-Si coatings. We show that it is possible to reduce the
number of unpaired electrons to a level at which they no
longer significantly contribute to absorption. In this
regime, absorption remains correlated with the electronic
mobility gap. We investigate the optimum heat-treatment
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temperature and the effect of elevated temperature depo-
sition on the material. The optical absorption reaches a
minimum upon heat treatment at 400 °C, while mechanical
dissipation at room temperature is minimized by deposition
at 200 °C, followed by postdeposition heat treatment
at 400 °C.
The lowest absorption achieved corresponds to an exti-

nction coefficient of k¼ð1.2�0.2Þ×10−5 at 1550 nm and
of k ¼ ð1.7� 0.1Þ × 10−4 at 1064 nm. This is approxi-
mately 25× lower at 1064 nm, and more than 100× lower at
1550 nm [15], than previously reported for IBD-deposited
thin films.
Coating deposition.—IBD is commonly used to produce

the highest-quality optical coatings with low optical
absorption and scatter. The a-Si coatings investigated here
were produced by a custom-built IBD system (see Fig. 1),
incorporating a novel electron cyclotron resonance (ECR)
ion source [18].
The ion beam is formed by injection of argon gas into a

resonant microwave cavity where it is ionized via ECR
[19]. The cavity was tuned to 2.45 GHz, and the microwave
power was held constant at 11.6 W. In conventional IBD,
the cavity walls are held at high voltage and the ions are
extracted through a grid. The higher frequency of ECR
sources [20,21] enables generation of a more highly
confined plasma, which can be extracted through a single
aperture. This reduces the possibility of contamination
from the grid material and permits extraction potentials an
order of magnitude larger (11.7 kV in this Letter).
The deposition rate used here of ∼0.05 Å=s is ≈20 times

lower than for conventional IBD. Deposition rate is known
to affect atomic structure during thin film growth [22,23]
and therefore may play an important role in reducing the
density of undercoordinated Si atoms.
a-Si coatings were deposited using an N-type (phospho-

rus doped) crystalline silicon (semiconductor grade) target
with resistivity ¼ 1–10 Ω cm. Base pressure in the cham-
ber prior to deposition was a maximum of 1 × 10−6 mbar
(averaging 5 × 10−7 mbar) and 8 × 10−5 mbar during dep-
osition. Coatings were deposited in a newly built vacuum

chamber; no other coating materials had previously been
produced in this system, and the deposition environment
was therefore largely free of potential contaminants.
Elemental analysis was conducted via energy-dispersive
X-ray spectroscopy, using room-temperature deposited a-
Si films on GaAs substrates. The oxygen content was
quantified to be ≤ 5%, consistent with that expected from
the slow deposition rate and base pressure in the coating
chamber. SiH and SiH2 content was estimated to be < 1%
with Raman spectroscopy [24].
Optical absorption measurements.—Substrates made of

Corning 7979 [25] and JGS-1 [26] fused silica, which show
negligible optical absorption at 1064 and 1550 nm, were
coated for absorption measurements. During the coating
process, the substrates were mounted on a stage with
heating capability. Coatings were deposited at room tem-
perature (with an initial substrate temperature of 20 °C,
increasing to 35 °C after 1-hour deposition) and at elevated
substrate temperatures of 200 and 400 °C.
Optical absorption of the a-Si films was measured using

photothermal common-path interferometry (PCI) [27].
Accounting for interference effects, the extinction coeffi-
cient k was calculated [28].
Figure 2 shows k at 1550 nm of a room-temperature

deposited a-Si sample as a function of postdeposition heat-
treatment temperature. The sample was heat treated for
1 hour in air for each heat-treatment step. k shows a
minimum of ð1.22� 0.21Þ × 10−5 after heat treatment at
400 °C. This corresponds to an absorption of a highly
reflective a-Si=SiO2 stack of ð7.6� 1.4Þ ppm, assuming
negligible absorption in the SiO2 layers [15]. A commercial
a-Si coating produced via IBD by Advanced Thin Films is
shown for comparison (data from Ref. [15]).
Figure 3 shows k at 1550 nm as a function of deposition

temperature. Each sample was measured after deposition
and then heat treated at 400 °C for 3 hours (except for the
points taken from Fig. 2). For room-temperature deposi-
tion, k shows a wide spread for nominally identical
deposition parameters. However, on average, a general
decreasing trend of k with deposition temperature is

FIG. 1. Schematic of the deposition setup for producing ultra-
low absorbing a-Si.

FIG. 2. Extinction coefficient k at 1550 nm as a function of heat
treatment temperature for our coating and, for comparison, of a
commercial coating (data from Ref. [15]).
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observable for the as-deposited samples, and all individual
samples show a decrease in k following heat treatment. We
note that postdeposition heat treatment can result in lower k
values than elevated-temperature deposition at the same
temperature alone. The improvement with postdeposition
heat treatment at deposition temperature is small. We
assume that the spread in absorption for films deposited
under nominally identical conditions arises from an
unknown variation in deposition parameters, most likely
chamber cleanliness. Because the coatings with the lowest
absorption were among the first produced in the IBD
system following commissioning and testing, it seems
likely that absorption variations may be related to accu-
mulating contamination of the coating chamber.
Optical absorption mechanisms.—Unpaired electrons

are known to contribute to the absorption in a-Si [29].
The density of unpaired electrons (“spin density”) of
several samples was measured via electron paramagnetic
resonance (EPR) [30]. Figure 4 shows k versus number of

electron spins per nm3 for a variety of samples, some of
which were deposited at room temperature, some at
elevated temperature, and some were heat treated at
400 °C after deposition. The absorption was measured
for the same samples at both 1064 and 1550 nm (several
samples were not measured at 1064 nm before heat
treatment, as they had already been heat treated for the
1550 nm measurements), and we note the evidence of
substrate effects in these measurements which warrants
further investigation.
Both heat treatment and high temperature deposition can

be observed to reduce the spin density, in addition to the
previously noted reduction in absorption. Samples 4 and 9,
which were deposited and heat treated at 400 °C, show little
or no significant change in spin density following heat
treatment—consistent with the minimal reduction in
absorption in these samples following heat treatment at
deposition temperature. When considering all samples, a
decrease in k with decreasing spin density is observed for
spin densities above ≈4 × 10−5=nm3, with broadly linear
dependence, in good agreement with other studies [17].
However, we observe that when the spin density is reduced
below ≈4 × 10−5=nm3, no further decrease in absorption is
observed. This indicates that another absorption mecha-
nism dominates in this regime. It is interesting to note that
the spin density typically observed in nonhydrogenated
a-Si [31,32] is in the order of 5 × 10−3 nm−3, significantly
higher than observed in the majority of our ECR-IBD films.
The relationship between absorption and electronic

structure in the low-spin density regime in Fig. 4 was
investigated through analysis of the a-Si coatings’ trans-
mittance spectra between 200 and 2000 nm.
Spectra were analyzed using the software package

SCOUT [33], with the dielectric function of a-Si modeled
as the sum of a constant dielectric background [34], an
O'Leary, Johnson and Lim (OJL) term [35] to model
interband transitions, and an extended Drude term [36]
representing electron transport properties. The dielectric
function of the substrate was calculated separately,
allowing the total transmittance of a-Si on fused silica to
be modeled and fitted to the measured spectrum.
The fitting parameter of interest to this study is the OJL

mobility gap, Eg, which is related to the position of the
transmittance-spectrum absorption edge. The localized-
state decay constants were taken to be identical for the
valence and conduction bands (γval ¼ γcond). The lowest
optical absorption is observed in the “plateau” region not
dominated by electron spins in Fig. 4. A correlation is
suggested between extinction coefficient and mobility gap
(Fig. 5), in agreement with the hypothesis that the mecha-
nism for absorption is interband transitions rather than
absorption by defects, impurities, or dangling bonds. No
correlation was observed with γ, indicative of the degree of
disorder (there are various types and degrees of disorder
that are known to affect the mobility gap edges in a-Si

FIG. 4. Extinction coefficient k at 1064 nm (red) and 1550 nm
(blue) of a-Si coatings as a function of electron-spin density. Stars
(*) indicate coatings on Corning 7979 substrates; all other
coatings were on JGS-1.

FIG. 3. Extinction coefficient k at 1550 nm as a function of
deposition temperature. At each temperature, different coatings are
indicated by different shapes. (Crosses represent our coating from
Fig. 2; stars indicate coatings deposited on Corning 7979 sub-
strates; all other coatings were deposited on JGS-1 substrates.)
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[37]). The value of γ obtained from all fits was very similar,
with an average value of 0.12� 0.02.
It is known that Eg for an amorphous semiconductor

decreases as the average atomic spacing increases [38].
Thus, a further decrease in this remarkably low absorption
may be possible through decreasing the average atomic
spacing via optimization of deposition parameters, specifi-
cally, increased extraction potential, i.e., higher ion energy
(see Coating Deposition Section for parameters used), or
the incorporation of addition processes known to improve
densification, e.g., ion assist.
Thermal noise performance.—To estimate the thermal

noise performance of these coatings, fused silica cantilevers
were coated at the same temperatures as the disc samples, to
facilitate studies of the mechanical loss. Coating mechani-
cal loss may be calculated from the difference between the
free amplitude decay of the cantilevers’ resonant modes
before and after coating [39].
Figure 6 shows the coating mechanical loss as a function

of deposition temperature. The purple squares show the
average loss of several bending modes of the as-deposited
coating, and the green circles show the average loss of the
coating after heat treatment at 400 °C. The lowest coating

loss of ϕ ¼ ð1.7� 0.1Þ × 10−5 was found for deposition at
200 °C followed by postdeposition heat treatment at 400 °C.
No frequency dependence was observed, with the losses
approximately a factor of 5 lower than that previously
reported for identically treated a-Si coatings deposited by
conventional IBD [12].
Table I compares thermal noise for different coatings

used in the Advanced Laser Interferometer Gravitational-
Wave Observatory (LIGO) detectors. The total thermal
noise has contributions from two cavity input mirrors
(ITMs) and two cavity end mirrors (ETMs). Thermal noise
of the current Advanced LIGO coatings, consisting of
Ta2O5 doped with TiO2 (Ti∶Ta2O5) and SiO2 at a wave-
length of 1064 nm [coating (a)], is defined as 100%. Using
SiO2 together with the lowest absorption and mechanical
loss found for our a-Si at 1550 nm [coating (b)] reduces
thermal noise to 29.9% that of coating (a) for similar mirror
transmissions.
Although being remarkably low for a-Si, the absorption

of 7.6 ppm is still above the tolerable level for use in
gravitational-wave detectors. In the silica Advanced LIGO
mirrors, tolerable levels of thermal distortion may suggest
a maximum coating absorption of 2.5 ppm [42,43].
A method of further reducing the absorption of coating
(b) is a “multimaterial” design, in which low-absorbing
Ti∶Ta2O5=SiO2 layers on top of the coating reduce the
laser power before it arrives at the a-Si layers [44,45].
Depending on the number of Ti∶Ta2O5=SiO2 layers,
absorption in the a-Si may be tuned. However, this tuning
requires a trade-off between absorption reduction and
thermal noise increase due to the higher mechanical loss
of Ti∶Ta2O5=SiO2. Using two bilayers of Ti∶Ta2O5=SiO2

reduces the absorption to < 2.5 ppm, with a slight increase
in thermal noise to 49.5% of coating (a). This meets the
Advanced LIGO Plus requirement of a factor of two
reduction in thermal noise [46].

FIG. 5. Extinction coefficient k as a function of the calculated
mobility gap energy from the OJL model for absorption results in
the plateau region of Fig. 4, with linear fit. Stars indicate coatings
on Corning 7979 substrates; all other coatings were on JGS-1.

�

FIG. 6. Coating mechanical loss as a function of deposition
temperature: Each point represents the average loss of several
resonant modes (purple squares: coating as deposited, green
circles: heat treatment for 1 hour at 400 °C).

TABLE I. Thermal noise possible when using ECR-IBD a-Si in
a multimaterial coating compared to Advanced LIGO. The
numbers are for ETMs with a beam diameter of 6.2 cm and in
parenthesis for the ITMs with a beam diameter of 5.5 cm as used
in Advanced LIGO. Mechanical loss values used for Ti∶Ta2O5

and SiO2 are taken from Ref. [40].

Thermal
noise a [%]

Absorption
(ppm)

No. of bilayers
Ti∶Ta2O5=SiO2

ETM (ITM)
a-Si=SiO2

Baseline Advanced LIGO (a)
100 ≈0.3 (0.2) [41] 18.5 (9.5) 0 (0)

a-Si=SiO2 1550 nm (b)
29.9 7.6 … 7.5 (4.5)

Multimaterial 1550 nm (c)
49.5 2.1 (2.0) 2 (2) 6.5 (2.5)
aFor whole detector
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Conclusion.—We have developed a process for deposit-
ing hydrogen-free a-Si films with unprecedentedly low
electron-spin density. The absorption is correlated with the
electron-spin density for densities above ≈1 × 10−5= nm3,
below which it is correlated with the electronic mobility
gap. Films with optical absorption a factor of ≈100 lower at
1550 nm (≈25× lower at 1064 nm), compared to conven-
tional IBD a-Si, have been produced. The mechanical loss
after optimal heat treatment is ≈5× lower than for a-Si
deposited by conventional IBD.
The very low optical absorption and mechanical loss

enable the use of a-Si for significant thermal noise
reduction in precision measurements. A multimaterial
design can reduce coating thermal noise to 49.5% of the
Advanced LIGO level, for a change in wavelength to
1550 nm, while keeping the absorption < 2.5 ppm. This
provides, for the first time, a route to significant sensitivity
improvement at room temperature, exceeding the require-
ments for the planned Advanced LIGO Plus detector [46],
designed to increase detection rates by a factor of ≈5.
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