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The reconstruction of the full temporal dipole response of a strongly driven time-dependent system from
a single absorption spectrum is demonstrated, only requiring that a sufficiently short pulse is employed to
initialize the coherent excitation of the system. We apply this finding to the time-domain observation of
Rabi cycling between doubly excited atomic states in the few-femtosecond regime. This allows us to
pinpoint the breakdown of few-level quantum dynamics at the critical laser intensity near 2 TW=cm2 in
doubly excited helium. The present approach unlocks single-shot real-time-resolved signal reconstruction
across timescales down to attoseconds for nonequilibrium states of matter. In contrast to conventional
pump-probe schemes, there is no need for scanning time delays in order to access real-time information.
The potential future applications of this technique range from testing fundamental quantum dynamics in
strong fields to measuring and controlling ultrafast chemical and biological reaction processes when
applied to traditional transient-absorption spectroscopy.
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The measurement of the fastest dynamical processes in
nature typically relies on observing the nonlinear response of
a system to precisely timed interactions with external stimuli
[1,2]. This usually requires two (or more) controlled events,
e.g., a triggering pump and a delayed probe pulse, with time-
resolved information gained by controllably varying the
interpulse delays. For example, femto- and attosecond time-
resolved absorption spectroscopy [3–5] were used with great
success to access explicitly time-dependent excited-state
dynamics to uncover the nonequilibrium electron dynamics
of atomic [6–8], molecular [9–11], and condensed-phase
[12–14] systems in the presence of additional interactions.
Such out-of-equilibrium processes include, e.g., the coupling
of multielectron configuration channels [15], strong-field
manipulation of autoionization [16,17], or the strong cou-
pling between excited quantum states [18,19]. Thus, access-
ing and understanding the nonlinear response of such
processes is of crucial importance for controlling and
steering quantum dynamics on the attosecond timescale
[20–25].
By measuring an absorption spectrum alone, causality

has been used in the past to retrieve the complex linear
response function [26–29]. Recent theoretical and exper-
imental work [30–34] suggests a link between the shape of

spectral lines and amplitude and phase shifts of the
response function of the system. This has even been
observed in the presence of strong nonlinear interactions
which drive the observed system out of equilibrium,
making it explicitly time dependent. Thus far, however,
only the special case of a sudden modification of the
response function was understood analytically, leaving the
general case of the dynamical response to arbitrary inter-
actions open to interpretation [35]. The question then
arises: how can we temporally resolve the response of a
system in the presence of an additional explicitly time-
dependent nonlinear interaction from a single spectrum?
The absorption spectrum AðωÞ or cross section σðωÞ

is proportional to the Fourier transform of the dipole
response function dðtÞ caused by a weakly perturbing field
εγðtÞ [36],

AðωÞ ∝ σðωÞ ∝ ω Im

�
F½dðtÞ�
F½εγðtÞ�

�
for ω > 0; ð1Þ

where, in the linear regime,F½dðtÞ� is linearly proportional
to F½εγðtÞ�. For time-translation-invariant systems, Eq. (1)
has in the past frequently provided the starting point of a
large number of probes of physical systems through their
linear response. Under the condition of weak perturbations
and utilizing the connection between amplitude (absorp-
tion) and phase (dispersion) owing to causality [26–29], the
Fourier transform of the complete linear absorption spec-
trum corresponds to the response of a system to a (virtual)
broadband excitation event. Thus, the spectrum carries

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.

PHYSICAL REVIEW LETTERS 121, 173005 (2018)

0031-9007=18=121(17)=173005(6) 173005-1 Published by the American Physical Society

https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.121.173005&domain=pdf&date_stamp=2018-10-26
https://doi.org/10.1103/PhysRevLett.121.173005
https://doi.org/10.1103/PhysRevLett.121.173005
https://doi.org/10.1103/PhysRevLett.121.173005
https://doi.org/10.1103/PhysRevLett.121.173005
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


information about the system’s internal structure (e.g.,
resonant excitations) including the natural decay dynamics
on the characteristic timescale Td. The decay times can be
extracted for probing fields εγðtÞ with pulse duration Tγ

much larger than the timescale of the system (Tγ ≫ Td),
simply by tuning the laser frequency through the spectral
linewidth. It is even possible to use an incoherent probe field
εγðtÞ, where the system interacts at random points in time
with photons of various frequencies resolved by a spec-
trometer. This is because, for a time-translation-invariant
system, the relative phases between frequency components
and, subsequently, the arrival time of the probing photons are
irrelevant. By contrast, the evolution of a general non-
equilibrium state of matter cannot be accessed by incoherent
fields, as the system can exhibit explicit time dependence.
In the more general case of a system subject to a time-

dependent interaction VðtÞ, the response function becomes
interaction and time dependent d½VðtÞ; t� (see Fig. 1 for
an illustration). As a consequence, this explicitly time-
dependent response can no longer be measured with
incoherent light, i.e., photons arriving at random times.
To solve this problem, consider the response to a coherent
(laser) pulse εγðtÞ, preceding an external perturbation VðtÞ.
Let the duration Tγ of the pulse εγðtÞ be much shorter
than the timescale TV of VðtÞ and decay time Td of the
system (Tγ ≪ TV , Td). In this impulsive limit [formally
approximated by εγðtÞ ¼ εγδðtÞ, with the Dirac delta
function δðtÞ], the absorption spectrum from Eq. (1) trans-
forms into

AðωÞ ∝ ImfF½dðVðtÞ; tÞ�g for ω > 0: ð2Þ

Because of causality [26–28], the real part RefF½dðVðtÞ;
tÞ�g, and consequently the entire information on the
coherent dipole d½VðtÞ; t� excited by the short pulse
εγðtÞ, can be reconstructed from Eq. (2) (see
Supplemental Material, Sec. 3 [37]), to read

dðtÞ ∝ F−1½iAðωÞ�ðtÞ ¼ 1

2π

Zþ∞

−∞
iAðωÞe−iωtdω for t > 0;

ð3Þ

where AðωÞ is formally extended to negative frequencies by
setting it to zero for ω < 0. As a consequence, no second
(probe) pulse is necessary to sample dynamical informa-
tion. A single absorption spectrum suffices without the
need for scanning a time delay. For the case of a linear
response only, a similar approach was discussed in [29].
Here we show that for a strongly driven system under any
interaction VðtÞ, beyond perturbation theory, the time-
dependent response can be reconstructed.
For a proof-of-principle demonstration of the recon-

struction method, we numerically calculate the response for
the near-infrared (NIR) field-driven Rabi-cycling dynamics
of doubly excited states in helium. As a first approach, we
use a few-level model (see Supplemental Material, Sec. 2.2
[37]), composed of the 1s2 ground state and the 2s2p and
2p2 excited states. It includes the NIR coupling between
the two excited states as well as their natural autoionization
decay, while neglecting all other states or strong-field-
induced ionization effects. The 2s2p state is initially
coherently excited by a weak and broadband attosecond
extreme ultraviolet (XUV) pulse (realizing the Dirac-delta-
like excitation) and, subsequently, strongly coupled to the
2p2 state by the NIR pulse which interacts after an arbitrary
but fixed time delay. The dipole response, driven and
modified by a strong laser pulse at a time delay of 7 fs after
the excitation, is shown in Fig. 2(a). The resulting absorp-
tion spectrum AðωÞ, calculated according to Eq. (1), is
depicted in Fig. 2(b). In order to retrieve the real-time
dipole response drec½VðtÞ; t� near the 2s2p state, we apply a
Gaussian window filter centered at 60.15 eV (FWHM of
4 eV indicated by green lines) and take the inverse Fourier
transform. Figure 2(d) shows the reconstruction for a
broader filter (orange lines). Given this broader bandwidth
for the reconstruction, even the fast oscillations of
drec½VðtÞ; t� can be resolved. The near-perfect agreement
between the reconstructed [Fig. 2(d)] and original directly
calculated coherent dipole response [Fig. 2(a)], including
the entire time-resolved holographic (amplitude and phase)
information, confirms the validity of the approach for
isolated resonances.
In the following, this reconstruction principle is exper-

imentally applied to an important prototypical problem in
strong-field atomic physics and attosecond science: the
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O
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τ
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FIG. 1. Nonequilibrium response of matter: illustration of the
probing of a nonequilibrium state of matter induced by a time-
dependent perturbation VðtÞ using ultrashort laser pulses (dark
blue at t0) to trigger a response (purple), which is then modified,
e.g., by a strong external time-dependent electric field (red). From
the measured absorption spectrum [Eq. (1)], the strongly driven
response can be fully reconstructed if the initial excitation pulse is
much shorter than the system’s dynamics [Eq. (2)]. In this case,
the initial excitation near t0 ¼ 0 produces a causal response, and
the response can be reconstructed using the Fourier transform of
the measured spectrum (see Supplemental Material, Sec. 3 [37]).
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strong coupling between correlated, autoionizing two-
electron states [16,17] in an intense laser field. The
experimental setup is displayed in Fig. 3(a), employing a
typical attosecond transient-absorption beam line [32].
With this setup, we realize the pulse configuration illus-
trated in Fig. 1, where first the doubly excited states of
helium [see Fig. 3(b)] are coherently excited by XUV
attosecond-pulsed light defining the time t0 ¼ 0 for the
measurement. The system then interacts with a sub-7-fs
(full width at half maximum of intensity) NIR laser pulse
after a fixed time delay of τ ¼ 7.4� 0.1 fs. This delay was
chosen such that the overlap between the NIR and the XUV
pulse is minimized, and, most importantly, the NIR pulse
now strongly drives the two-electron excited-state dynam-
ics on a timescale (7 fs) prior to a significant depletion of
the 2s2p state with a natural lifetime of 17 fs.
As an example, we now retrieve the intensity-dependent

real-time-resolved dipole dynamics of the 2s2p autoioniz-
ing state. With increasing intensity, this resonance exhibits
an Autler-Townes splitting [50], primarily due to the
coupling with the 2p2 autoionizing state, as shown in
Fig. 3(c). The results of the response reconstruction applied
to these data are presented in Fig. 4 for a wide range of
intensities. We reconstruct both the amplitude and the
phase (blue lines) of the time-dependent dipole moment
(TDDM) d2s2pðtÞ. The reconstructed dipole response is

compared with fully ab initio simulations (green lines),
solving the time-dependent Schrödinger equation for
helium in the presence of the XUV and NIR fields (see
Supplemental Material, Sec. 2.1 [37]). In order to identify
more clearly the contribution from individual states during
the strong-field NIR excitation, we use a few-level model
(see [37], Sec. 2.2), now including all states shown in
Fig. 3(b), as well as autoionization and multiphoton
ionization (orange lines). The results in Fig. 4 are normal-
ized to the curves at zero NIR intensity.
The four NIR intensities represent different regimes

of strong-field interaction from the weak perturbative
regime to the regime of strong coupling and strong-field
ionization of autoionizing states. For NIR intensities of
INIR ¼ 0.5 and 2.0 TW=cm2, the TDDM amplitude in
Figs. 4(a) and 4(b) displays increasingly pronounced min-
ima. For higher NIR intensities of INIR¼6.0TW=cm2 and
up to INIR ¼ 20.0 TW=cm2[Figs. 4(c) and 4(d)], several
temporal oscillations are observed with rapid phase changes
near each minimum of the amplitude. The ab initio simu-
lation allows for a direct and unambiguous determination of
the full time-dependent dipole moment and confirms the
reconstructed dipole response for this strongly driven helium
system. Deviations at early (0–1 fs) and late times may result
from the non-Gaussian experimental pulse shape and the
experimental limitation of the measurement of spectrally
very broad and low-signal line shapes, which would require
very long measurement times and a more precise determi-
nation of the reference spectrum not possible with the current
apparatus.

(a)

(c)

(d)

(b)

FIG. 2. Test of the reconstruction method: (a) Amplitude (blue
curve) and phase induced by the NIR field (modulo 2π, orange
curve) of the numerically simulated time-dependent response
function using a few-level model including two excited states.
The red curve shows the electric field of the nonlinearly
interacting laser pulse. (b) Calculated optical density from (a)
according to Eq. (1). (c) Test of the reconstruction method of
amplitude and phase of the response function by selecting
(Gaussian filter window with its FWHM indicated by green
lines) the plotted spectral range and taking the inverse Fourier
transform of the observable spectrum (b) restricted to the causal
domain (t ≥ 0). (d) Same as (c), using a broader filter window
(orange lines). Here also the fast oscillations in the response can
be reconstructed.

(a)

(b)

(c)

FIG. 3. Experimental setup and data: (a) Illustration of the
experimental apparatus. High-harmonic generation neon gas
target (HHG), split-mirror setup for setting the XUV-NIR time
delay (SM), toroidal mirror (TM), XUV flat-field spectrometer
(XUV spec). (b) Level scheme of the relevant doubly excited
states of helium. The NIR pulse induces resonant couplings Ω1,
Ω2, Ω3 between the autoionizing doubly excited states and also
leads to resonantly enhanced strong-field multiphoton ionization
into the N ¼ 2 continuum at the highest intensities of up to
20 TW=cm2. (c) NIR intensity scan of Autler-Townes splitting
[34] in doubly excited helium around the 2s2p state at 60.15 eVat
fixed time delay τ ¼ 7.4� 0.1 fs. The high spectrometer reso-
lution allows the observation of the line shape in great detail.
White dashed lines I–IV indicate the spectra used in the
reconstruction discussed in Fig. 4.
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The comparison between the few-level model and the
ab initio calculation allows more detailed insights into the
strong-field-driven coupling dynamics. For weak XUV
excitations and subsequent interactions that leave the
ground state unaffected, the dipole is directly related to
the amplitude (and thus population) of the excited state.
The minima in the amplitude combined with the associated
phase changes therefore indicate a significant resonant
population transfer due to Rabi oscillations mostly between
the 2s2p and the 2p2 states. The increasing number of
minima with increasing NIR intensity directly follows from
the field dependence of the generalized Rabi frequency

ΩR;ij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2

ij þ Ω2
ijðtÞ

q
, with ΩijðtÞ ¼ εNIRðtÞ · μij=ℏ,

where εNIRðtÞ is the NIR electric field, μij ¼ hijμ̂jji is
the transition dipole matrix element connecting two doubly
excited states, and Δij is the respective detuning of the laser
from the transition frequency between states jii and jji.
At higher intensities, the decrease in the TDDM ampli-

tude as a function of time shows that the contributions of
NIR-driven ionization can no longer be neglected. In the
absence of an analytical model for nonlinear laser ioniza-
tion of doubly excited states, we employ in the few-level
model state-resolved ionization rates Γn ¼ αnINIRðtÞn, with
INIRðtÞ being the time-dependent NIR intensity envelope, n
is the order of the process (number of absorbed photons),
and αn are constants adjusted for each involved state but
independent of intensity. The amplitude evolution of the

TDDM predicted by this model still shows qualitative
agreement with its experimentally reconstructed counter-
part and the ab initio results at higher NIR intensities
[Fig. 4(a)–4(c)].
From the phase evolution at highest intensity shown

in Fig. 4(d), even the Rabi cycling to the 2s2 excited state
[51–53], albeit not resonantly coupled, can be unambigu-
ously detected by the phase change by about −π near 10 fs,
visible in both the experiment and ab initio calculation.
This state plays a significant role in the strongly driven
quasibound state dynamics and has to be accounted for
explicitly in order to achieve agreement with the exper-
imental results.
The TDDM approach allows one to explore the transition

from few-level to complex multilevel coupling dynamics
with increasing field strength. For both theory and experi-
ment, Figs. 5(a) and 5(b) show the amplitude of the
reconstructed response at real time t ¼ 7.5 and 20 fs after
the excitation, respectively. In both cases, the ab initio
simulation agrees well with the experiment. The few-level
model, however, starts to disagree significantly, not only
quantitatively but also qualitatively, above an intensity
threshold of about 2.0 TW=cm2. Analysis of the ab initio
simulation, shown in Fig. 5(c), provides an explanation: a
rapid increase of dynamical complexity in a small quantum
system. Above intensities of about 2.0 TW=cm2, the
number of states contributing to the dynamics increases
abruptly, explaining the breakdown of the few-level model.

(a)

(b)

(c)

(d)

FIG. 4. TDDM d2s2pðtÞ of the doubly excited helium 2s2p state: (a),(b) Reconstructed TDDM amplitude and phase change (modulo
2π, blue), showing the emerging departure from the simple exponential decay during the interaction with the central part of the NIR
pulse (red shaded area) for the intensities INIR ¼ 0.5, 2.0 TW=cm2. (c),(d) The TDDM develops several minima and phase steps
indicative of Rabi oscillations due to resonant coupling between the 2s2p and 2p2 states. The onset of strong-field ionization and the
resulting depletion of the states during the NIR pulse for higher intensities at INIR ¼ 6.0, 20.0 TW=cm2 is visible. The error bars (blue
shaded area) show the standard deviations of the reconstructed time-dependent response. The orange curves show the calculated
amplitude and phase evolution of the TDDMs using a few-level model, including configuration interaction VCI pathways and
multiphoton ionization, where the latter becomes increasingly important at the highest laser intensities. The green lines represent
ab initio calculations.
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Additionally, the ab initio simulation indicates that the
assumption in the few-level model of neglecting ionization
to the adjacent continua is no longer viable.
As the time-domain reconstruction approach described

above in Eq. (3) makes no assumptions about the system
under study [37], it is generally applicable, also to complex
systems. For example, absorption bands in large molecules
interacting with strong laser fields [54] could be analyzed in
the time domain. Furthermore, the real-time reconstruction
approach is viable for single-shot transmission spectra,
which, for example, may emerge into a powerful new tool
at short-wavelength free-electron lasers. Here, the non-
linear response could be used to uncover the in situ timing
and ensuing dynamics of x-ray and optical pulses, which
are otherwise often lost due to a temporal jitter. The
underlying concept is not limited to the interaction with
electric fields and can be more generally applied to the
reconstruction of nonequilibrium response functions of any
kind of interaction, in particular, to the magnetic dipole
response, and across all spectral energy regions.
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