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We study the effect of point-defect chalcogen vacancies on the optical properties of monolayer transition
metal dichalcogenides using ab initio GW and Bethe-Salpeter equation calculations. We find that
chalcogen vacancies introduce unoccupied in-gap states and occupied resonant defect states within the
quasiparticle continuum of the valence band. These defect states give rise to a number of strongly bound
defect excitons and hybridize with excitons of the pristine system, reducing the valley-selective circular
dichroism. Our results suggest a pathway to tune spin-valley polarization and other optical properties
through defect engineering.
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Monolayer transition metal dichalcogenides (TMDs) are
the subject of intense interest due to their remarkable
electronic and optical properties, including a direct gap
in the visible [1,2] and strongly bound excitons and trions
[3–12] that exhibit novel physics, such as linear dispersion
with topological character [13–15]. Monolayer TMDs also
feature the locking of valley and spin degrees of freedom,
leading to the selective excitation of states in different
valleys by left- and right-hand circularly polarized light
[16–19]. In particular, the low-energy optical spectra of
few-layer TMDs are dominated by two sharp excitonic
peaks, referred to as A and B. These peaks are spin-orbit
split excitations, with each peak corresponding to two
degenerate excitons arising from transitions between the
highest valence bands and the lowest conduction bands of
the same spin type in the K and K0 valleys of the Brillouin
zone (BZ), respectively. These excitons exhibit strong
valley polarization: upon excitation with circularly polar-
ized light, the emitted light from the TMD remains
circularly polarized, indicating that the exciton is excited
and radiatively recombines in the same valley [17–21].
This property makes this class of materials ideal for optical
manipulation and has led to the notion of valleytronic
devices [18,19,22–28].
An inevitability in TMD samples, as in any material, is

the presence of defects, which can strongly affect material
properties and device performance [29–32]. Optically,
transitions between defect states and bulk states can give
rise to new exciton features [33]. In TMDs, the most
abundant point defects are reported to be chalcogen
vacancies [31,34], and their presence is believed to modify
the TMDs’ electronic structure and optical spectrum, as is
evidenced by low-energy suboptical gap features in the

photoluminescence (PL) spectra [35]; such defects are also
thought to degrade valley polarization [36,37]. Recent
experiments report that the PL intensity of both the A
exciton peak and suboptical gap features appears to
increase with defect density [35,38], and that excitons
localized at defects can behave as single-photon emitters
[39–43].
Much of the current theoretical understanding of defects

in TMDs comes from density functional theory (DFT) [44]
calculations, which predict that chalcogen vacancies give
rise to localized, unoccupied in-gap single-particle states
[30,45–52], which in turn can affect the intervalley scatter-
ing probability [53,54]. A recent calculation [55] shows
that quasiparticle self-energy corrections arising from
many-electron interactions at the GW level do not quali-
tatively alter this picture. However, to predict changes in the
optical spectrum, and to understand how defects alter TMD
photophysics, it is necessary to go beyond a quasiparticle
(QP) picture and include the electron-hole interactions,
which give rise to excitonic effects.
In this Letter, we use the ab initio GW plus Bethe-

Salpeter equation (GW-BSE) approach [56,57] as imple-
mented in the BerkeleyGW package [58] to study the
optical spectra, including excitonic effects, of chalcogen
vacancy point defects in TMDs. We find that the in-gap
defect states give rise to low-energy exciton states in good
agreement with suboptical gap features seen in PL experi-
ments. Moreover, the similar energy difference between the
unoccupied and occupied QP defect states and the QP gap
of pristine TMDs results in strong hybridization between
the A exciton and defect excitons in the vicinity of the
chalcogen vacancy. Remarkably, the A peak excitation
energy remains essentially unchanged by the presence of
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the vacancies, even as the excitons associated with the peak
acquire a large degree of defect character. This hybridiza-
tion leads to significant valley depolarization, suggesting
intriguing pathways for controlling optical features and
valley polarization through defect engineering, as well as
routes to probe defect structure through simple optical
measurements.
We start by calculating the QP band structure and energy

levels of two monolayer TMDs, MoSe2 and WS2, with
chalcogen vacancies. We construct a supercell consisting of
five unit cells along each crystalline axis of the monolayer
plane and then remove a single chalcogen atom [Fig. 1(a)];
we refer to these as 5 × 5 supercells, and they correspond
to a 2% vacancy concentration. The 5 × 5 supercell is the
smallest supercell that approximates satisfactorily an iso-
lated defect (see the Supplemental Material). We fix the
value of the lattice vector to the experimental value at room
temperature, and then relax the atomic coordinates using
DFT within the local density approximation (LDA) [44].
We then use the DFTwave functions as a starting point for a
one-shot G0W0 calculation [56,58,59]. Dynamical effects
in the screening are accounted for within the Hybertsen-
Louie generalized plasmon pole (HL-GPP) model [56]. We
find that inclusion of the full frequency dependence of the
dielectric screening and the use of different mean-field
starting points does not significantly change our results
[66]. Additional computational details can be found in the
Supplemental Material.
The QP band structure of MoSe2 with a Se vacancy in the

5 × 5 supercell BZ is shown in Fig. 1(b). We find that the

chalcogen vacancy results in a single occupied defect state
in the valence band (not counting spin degeneracy), which
we label as vD, and two nearly degenerate unoccupied
defect states in the gap, which we will refer to as cD1 and
cD2, in good agreement with previous calculations [55].
Isosurfaces of the square of the wave function of these
states at K̄ are also plotted in Fig. 1(b). The defect QP states
are localized around the defect site, and their character
consists primarily of transition-metal d orbitals.
An energy level diagram of the defect states and the

bulklike valence and conduction states is shown in Fig. 1(c)
for both MoSe2 and WS2. The GW correction opens the
gap, but it does not change the qualitative picture of the
occupied and unoccupied defect states. For MoSe2, the QP
gap of the bulk states is 2.3 eV, and for WS2, the QP gap of
the bulk states is 2.8 eV, which are similar values to
previous calculations of the QP gap in the defect-free
monolayer [3,7,71,72]. In WS2, spin-orbit coupling splits
the in-gap QP states by 0.2 eV. For both MoSe2 and WS2,
GW corrections push the occupied and unoccupied defect
states down in energy with respect to the bulk occupied and
unoccupied band edges. The QP energy difference between
the unoccupied and occupied defect states is 2.1 eV in
MoSe2 and 2.2 eV in WS2. The energy gap between the
defect states is quite close to the energy gap between the
bulk states, suggesting that the electron-hole interaction can
mix defect and bulk transitions significantly, as verified by
our GW-BSE calculations below.
Next, we examine the excitons of a system with a

chalcogen vacancy in the 5 × 5 supercell of MoSe2 by

FIG. 1. (a) Top and side views of 5 × 5 TMD supercells with one chalcogen vacancy. Vacancy sites are circled by a black dotted line.
(b) Left: Isosurfaces of the occupied (bottom) and unoccupied (top) wave functions associated with the defect states in a 5 × 5 supercell
of MoSe2. Right: The quasiparticle band structure of MoSe2, along the Γ̄-to-K̄ line in the supercell BZ (inset), calculated using
G0W0@LDA, including SOC corrections. Defect (D) or pristinelike (Pr) states are labeled as vD= Pr (cD= Pr) for occupied (unoccupied)
states. The inset shows a schematic (not to scale) of the supercell BZ compared to the BZ of a single unit cell of a pristine TMD.
(c) Defect-state energy levels, calculated within DFT (LDA) and G0W0 for MoSe2 (left) and WS2 (right). Defect states are shown by
black dashed lines, and the bulk states are shown in red and blue shaded regions for the spin-up and spin-down spin-orbit split bands.
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solving the BSE [57]. Reciprocal space is sampled with the
clustered sampling interpolation (CSI) method [73] for an
effective k grid of 18 × 18 × 1. These parameters allow us
to converge linear absorption spectra covering the range of
0 to 2.0 eV and the exciton excitation energies to within
0.15 eV. Spin-orbit coupling is included as a perturbation
following Refs. [4,12]. Additional computational details
are provided in the Supplemental Material.
Figure 2(a) shows our calculated absorbance spectrum,

namely the amount of light absorbed by the examined
monolayer MoSe2 with a single selenium vacancy in the
5 × 5 supercell. The well-known spin-orbit split A and B
peaks are labeled accordingly. The defect introduces addi-
tional low-energy features, which we label XD1;A, XD1;B,
and XD2. To elucidate these features, we break down each
exciton state into its component transitions. That is, the
exciton wave function can be written as a linear combina-
tion of electron-hole pairs

ΨSðre; rhÞ ¼
X

vck

AS
vckψckðreÞψ�

vkðrhÞ; ð1Þ

where reðrhÞ is the position of the electron (hole); S indexes
the exciton state; v and c index the occupied and unoccu-
pied bands, respectively; ψck is the wave function of
the electron in state ck; ψvk is the wave function of the
electron missing from state vk; and AS

vck is the electron-
hole amplitude.
Figure 2(b) shows the contribution of each occupied band

and unoccupied band to a given exciton state. Each exciton is
represented by a column of dots, and the size of each dot is
proportional to the square of the electron-hole amplitude of
the contribution from each band weighted by the oscillator
strength. The size of each dot goes as ðoscillator strengthÞ ×P

ck jAS
vckj2 for each of the occupied bands, and

ðoscillator strengthÞ ×P
vk jAS

vckj2 for each of the unoccu-
pied bands (see the Supplemental Material for further
explanation). From this plot, we see that the lowest-energy
feature, XD1;A, at 1.2 eV, comes primarily from transitions
between the VBM and the unoccupied defect band cD1,
which make up 90% of the band-to-band transitions com-
posing the exciton.XD1;B is the spin-orbit split counterpart of
XD1;A and has the same character [not shown in Fig. 2(b)].
The binding energy of theXD1 exciton is 0.6 eV, similar to the
binding energy of theA exciton in the pristinemonolayer, but
the radius of the XD1 exciton is about 0.6 nm, which is
roughly half the size of the exciton in the pristine monolayer
[4,7]. The third low-energy feature at 1.5 eVinFig. 2(a),XD2,
includes additional weight from transitions from the occu-
pied defect states to the unoccupied defect states. Unlike
XD1, which is mainly localized in the K and K0 valleys,
XD2 is highly delocalized in the Brillouin zone (see the
Supplemental Material), suggesting that it has a defect
character. Finally, although peaks A and B occur at roughly
the same energy as A and B in the pristine monolayer, they
both mix significantly with transitions involving the defect
states. This mixing is a consequence of the small difference
(on the order of the exciton binding energy) between the
energies of the occupied to unoccupied defect transition and
the pristineQPgap.We note that the chargeddefect also has a
similar defect-defect energy gap and should thus be expected
to participate in similar hybridization with the pristine
excitons [74]. Hybridization with the defect also results in
reduction of the energy separation between theA andB peaks
(resulting from spin-orbit coupling), since the spin-orbit
splitting of the defect bands is considerably smaller than that
of the VBM of the pristine monolayer.
To better understand the effect of defect density on the

optical spectrum, we take advantage of the superposition
property for linear response to calculate the absorbance at
different defect densities (see the Supplemental Material).
The resulting absorbance for different defect densities is
shown in Fig. 3. As expected, the absorbance of low-lying
defect excitons increases significantly with defect density,

FIG. 2. (a) Absorbance spectrum of 5 × 5 supercells of MoSe2
with a single chalcogen vacancy. (b) Contributions of each band
to each exciton state, plotted with respect to the exciton excitation
energy (Only the A series of spin-orbit split excitons is included
for clarity). The bands are labeled as either bulklike dispersive
bands relative to the valence band maximum (VBM) and
conduction band minimum (CBM) or as flat defect bands vD,
cD1, and cD2, with the occupied band contributions in red and
unoccupied band contributions in blue. The size of each dot is
proportional to square of the k-space electron-hole amplitude of
the contribution from each band weighted by the oscillator
strength of the exciton state.
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suggesting a possible optical marker for the identification
of defect concentration at different regions of the sample.
Finally, we consider how the defect might affect the

valley selection rules for left and right circularly polarized
light for the A and B excitons. First, we calculate the degree
of circular dichroism [ηvcðkÞ] for the band-to-band tran-
sitions for our 5 × 5 supercells with the chalcogen vacancy
(see the Supplemental Material). Figure 4 shows ηvcðkÞ for
several band-to-band (vc) transitions (for the A-series
bands) in the BZ of the supercell. Each contour plot of
ηvcðkÞ is accompanied by a schematic of the band structure
near K̄, with the band-to-band transition denoted by an
arrow. We see that transitions between the VBM and the
unoccupied defect bands [Figs. 4(a) and 4(b)] have the
same optical selection rules as the bulk VBM-to-CBM
transition [Fig. 4(c)] in the vicinity of the K̄ and K̄0 points

with a somewhat reduced value of ηðkÞ. On the other hand,
since defect states lack the intrinsic crystal symmetry
required to give rise to the coupling of valley and optical
helicity (in fact, they are k-independent in the dilute limit),
the transitions between the occupied defect band and the
two unoccupied defect bands cannot exhibit any valley-
selective circular dichroism.
Next, we include excitonic effects in our analysis of the

sensitivity of the valley polarization to defects. Figure 5
shows the probability that right-hand or left-hand circularly
polarized light will be emitted from an exciton excited by
right-hand circularly polarized light [76]. We see that the
XD1;A andXD1;B features exhibit a highdegree of difference in
their emission of right and left circularly polarized light, as
they arise primarily from VBM-to-defect-state transitions
that exhibit a high degree of circular polarization in our
analysis of the noninteracting transitions [Figs. 4(a) and 4(b)].
A similar circular dichroism from defect states has been seen
experimentally for W vacancies in WS2 [78]. XD2, on the
other hand, exhibits a very small amount of circular dichro-
ism, since it arises primarily from transitions between defect
states. Similarly, significant hybridization with defect states
results in a dramatic decrease in the expected valley polari-
zation of the A and B excitons, so that the probability of
emitting left-polarized light is only slightly less than the
probability of emitting right-polarized light. The difference
between the two curves for the B peak is slightly larger than
for the A peak, since the B exciton hybridizes slightly less
with the defect. This suggests that hybridization with defect
states could act as a significant source of valley depolarization
in TMDs. This mechanism allows for valley depolarization
without phonon-assisted intervalley scattering, suggesting
that the valley depolarization will be present even at low
temperatures, and may explain the plateau in the degree of
valley polarization with temperature, which is observed
at temperatures below 90 K [19]. We emphasize that this
hybridization is a purely excitonic effect that cannot be

FIG. 3. Absorbance spectra of MoSe2 computed for different
defect densities. 2.0% defect density corresponds to the explicitly
calculated 5 × 5 supercell (black line), and 0.0% corresponds to
the pristine monolayer (yellow line). Other densities are evaluated
following Eq. (5) in the Supplemental Material.

FIG. 4. Schematic of band-to-band transition near K̄ (top panel)
and degree of circular dichroism in the supercell BZ (bottom
panel) for the band-to-band transitions (a) VBM to cD1, (b) VBM
to cD2, and (c) VBM to CBM of the monolayer MoSe2 5 × 5
supercell with the chalcogen vacancy. The selected band-to-band
transition is in black, with other bands in gray.

FIG. 5. Intensity (arbitrary units) of the instantaneous emission
of left-hand circularly polarized light (σL, red) or right-hand
circularly polarized light (σR, blue) from an exciton state excited
by right-hand circularly polarized light, in a 5 × 5 unit cell of
MoSe2 with a single chalcogen vacancy.
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rationalized within a noninteracting interband transitions
picture. We note that hybridization as a mechanism for loss
of valley polarization might be suppressed by passivating
defects in away that changes defect transition energy levels so
that they are either much higher or much lower than the QP
gap. Itmaybe further possible to engineer thedegree of valley
selectivity by coupling to defects with chiral optical selec-
tion rules.
In summary, we have performed first-principlesGW-BSE

calculations of the QP band structure and optical spectra of
TMD systems with chalcogen vacancies at low concen-
trations. We find that valence-band-to-defect-state and
defect-state-to-defect-state transitions give rise to low-
energy excitonic features in the optical spectrum in good
agreement with the energy of defect-assigned features in PL
experiments. Moreover, we find that the similar energy of
the gap between the occupied and unoccupied defect states
and the QP gap of the pristine system gives rise to strong
hybridization between excitons of the pristine system and
the defect states. This hybridization dramatically reduces the
valley-selective circular polarization of theA andB excitons.
The predictive nature of these results can be generalized to
other monolayer TMDs, where defects introduce additional
energy levels (from localized states) whose separation
between occupied and unoccupied levels is on the scale
of the QP gap, suggesting intriguing new pathways for
controlling optical features and valley polarization through
defect engineering, as well as ways to probe complicated
defect structure through optical measurements.
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