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For copper-based superconductors, the maximum superconducting transition temperature Tc;max of
different families measured from experiment can vary from 38 K in La2CuO4 to 135 K in HgBa2Ca2Cu3O8

at the optimal hole doping concentration. We demonstrate herein, using ab initio computations, a new trend
suggesting that the cuprates with stronger out-of-CuO2-plane chemical bonding between the apical anion
(O, Cl) and apical cation (e.g., La, Hg, Bi, Tl) are generally correlated with higher Tc;max in experiments.
We then show the underlying fundamental phenomena of coupled apical charge flux and lattice dynamics
when the apical oxygen oscillates vertically. This triggers the charge flux among the apical cation, apical
anion, and the in-plane CuO4 unit. The effect not only dynamically modulates the site energy of the hole at
a given Cu site to control the in-plane charge transfer energy, but also can modulate the in-plane hole
hopping integral simultaneously in a dynamic way by the cooperative apical charge fluxes.
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Since the discovery of high-temperature super-
conductivity in hole-doped La2CuO4 [1], there has been
a long-standing debate on the underlying mechanism. All
the copper-based superconductors or cuprates have the
common CuO2 planes as the superconducting layers.
They can be considered as being transformed from the
Mott insulators by doping the CuO2 planes. It was
considered that strong electronic correlations and spin
fluctuations in CuO2 planes play some essential role here
[2–4]. However, other phenomena like abnormal phonons
or lattice effects, stripe or nematic charge orderings, spin
glass phases, charge and spin density waves, and pseudo-
gap state constantly add the complexity to the under-
standing of high-Tc superconductivity [5–13].
It has been noticed that simplifying the cuprates into the

2D square lattice rules out some essential physics behind all
these complicated phenomena. For example, despite the
same structural building block of CuO2 layers, experimen-
tal Tc;max varies a lot among different families of cuprates.
Some previous works were trying to integrate the out-of-
plane factors into the mechanism. Ohta et al. suggested the
Madelung potential of the apical oxygen as a material-
dependent parameter controlling the stability of Zhang-
Rice singlets and also Tc [14]. Pavarini et al., using first
principle calculations, reported that Tc;max increases with
the apical oxygen height dA and further calculated the
hopping range parameter inside the CuO2 plane [15]. The
argument was that larger apical oxygen height weakens
the interlayer hopping, while it strengthens the longer
ranged intralayer hopping. In addition, the charge transfer
energy between the in-plane Cu and oxygen, ϵd–ϵp, was
introduced as a relevant parameter tuned by the apical

oxygen height [16]. Furthermore, the energy level offset
between dx2−y2 and dz2 of the in-plane Cu, Ex2−y2 − Ez2,
was considered as a parameter for higher Tc by minimizing
the Cu 3dz2 character of the Fermi surface [17–19].
Although the previous works tend to explain higher Tc in

cuprates by the out-of-plane static modulation for stronger
2D behavior of CuO2 planes, the recent report of light-
induced superconductinglike behavior in YBa2Cu3O6þx
indicates that such explanation might be oversimplified.
The apical oxygen distortions are selectively driven by the
midinfrared optical pulse to give the resonant excitation of
the apical oxygen phonon mode along the out-of-plane
direction, which leads to the optically induced coherent
transport up to room temperature (300 K) [20–22]. Despite
the complicated underlying mechanism, the experiment at
least suggests the importance of the apical lattice dynamics
on modulating the in-plane transport properties, while the
previous models mentioned above all focused on various
static modulations.
In this Letter, we show by density-functional theory

(DFT) simulations that the “apical structure unit,” formed
by the in-plane Cu and its nearest oxygen neighbors, the
apical anion, and the apical cation along the c axis [inset in
Fig. 1(a)], is a fundamental building block that can couple
dynamically to control the superconductive properties.
Specifically, we show that the bonding strength between
the apical cation and apical anion is positively correlated
with experimental Tc;max across the hole-doped cuprates.
Underlying this new trend, we find that an apical dynamic
charge transfer can be triggered effectively by the vertical
ultrafast oscillation of apical ions. We further discuss how a
process of cooperative apical charge fluxes (CACFs) can
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effectively modulate the in-plane transport property by
dynamically changing both charge transfer energy and
hopping integral. The model here distinguishes from the
previous models by explicitly introducing several coupled
ultrafast dynamic processes as fundamental building blocks
for the charge transport mechanism in cuprates, which
connects well with several new ultrafast and photoemission
experiments that show the importance of such dynamic
processes [5,6,20–22].
All DFT calculations were performed by the Vienna

ab initio simulation package (VASP) [23]. The projector
augmented wave Perdew-Burke-Ernzerhof functional was
utilized for the exchange-correlation energy. PHONOPY was
employed for phonon calculations [24]. For force, density
of states (DOS), and phonon calculations, we have per-
formed the nonspin polarized DFTþU calculations with
U ¼ 8 eV and J ¼ 1.34 eV for the correlated d orbitals of
Cu [25]. The force and DOS calculations are also checked
by hybrid functional HSE06. Polaron calculations were
performed using HSE06 and the G-type antiferromagnetic
ordering in CuO2 layers as an initial magnetic configuration
[26]. Computational method details are in the Supplemental
Material [27].
To quantify the bond strength between the apical cation

and apical anion, we calculate the apical forces by manually
distorting the apical anion along the directions shown by the

arrows in the inset of Fig. 1(a). The forces with the apical
anion moving 0.12 Å toward the CuO2 plane are shown in
Figs. 1(a)–(c), while the forces by apical anion moving
0.12 Å away from the plane are shown in Fig. S1 [27].
Tc;max, dA and abbreviations of materials are summarized in
Table S1 [27].
First, the family with higher experimental Tc;max in

general shows larger magnitude of FAC in Fig. 1(a) and
FAA in Fig. 1(b) for hole-doped cuprates, suggesting that
the bonding between the apical cation (AC) and apical
anion (AA) is a descriptor strongly correlated with high Tc
superconductivity. Second, the materials in the same family
(same color) show a similar magnitude of apical forces
regardless of the number of CuO2 layers, suggesting the
fundamental materials-dependent role of the apical force.
Third, the chemical bond between the apical cation and
apical anion is different from the bond between the apical
anion and planar Cu. FpCu in Fig. 1(c) shows less obvious
correlation with Tc;max and almost 10 times smaller
magnitude than FAC and FAA. Hence, the frequencies of
the apical anion oscillations are majorly controlled by the
bonding to the apical cation. Fourth, the oxygen vacancies
in YBCO6.5 and YBCO6 only slightly change the apical
force without disturbing the general trend in Figs. 1(a) and
1(b). The force of YBCOX (X ¼ 6, 6.5, and 7) is larger
than that of the La family and smaller than that in the Hg

(a) (b)

(c) (d)

FIG. 1. Apical forces by the apical anion distortion versus Tc;max for hole-doped cuprates. (a) Forces on the apical cation (FAC),
(b) forces on the apical anion (FAA), and (c) forces on the planar Cu (FpCu) with the apical anion distortion toward the CuO2 plane.
(d) Tc;max versus apical anion height dA. Colors represent the type of apcial cation of each family. Error bars indicate the apical Cu in
empty and filled CuO chains along the b axis of YBCO6.5. The inset in (a) represents the structure unit formed by a planar Cu, its nearest
four oxygen neighbors, an apical anion, and an apical cation along the c axis. The apical forces on the apical cation, anion, and planar
Cu, caused by vertical distortion of the apical anion, are labeled as FAC, FAA, and FpCu, respectively.
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family. It suggests that the trend is majorly about the
materials dependence of Tc;max rather than the doping
dependence of Tc. Further details are in the
Supplemental Material [27].
This correlation highlights the role of the bond strength

between the apical anion and the apical cation, which can
directly control the lattice dynamics or phonon of the apical
anion. We also found the correlation between phonon
frequency of apical oxygen along the c axis and Tc;max

(Fig. S3) [27]. These results are consistent with our force
calculations and the previous Raman scattering experi-
ments (Table S2) [27,61–66].
Figure 1(d) shows that the correlation of apical anion

height dA with Tc;max is less obvious compared with the
apical forces. We cannot simply compare dA of the apical
Cl materials (#20, #21) to that of apical O materials, while
we can compare their apical forces, which follow the trend
in Figs. 1(a) and 1(b). Also note that because of the in-plane
Cu buckling dA of RBa2Cu3O7 (R ¼ Y, La, Nd, and Dy)
with Tc;max of ∼100 K are smaller than dA of the La family
with Tc;max ≤ 55 K. Therefore, the apical force is a more
relevant and universal descriptor for cuprates than the
apical anion height. More importantly, the apical chemical
bonding naturally relates to the dynamic effects of coupled
apical ion and charge oscillations.
Figure 2 shows the typical charge redistribution by the

apical oxygen distortion in cuprates. When the apical
oxygen moves toward the CuO2 plane, the electron density
on the apical cation increases and that on the planar orbitals
decreases [Fig. 2(a)]. This suggests the out-of-plane elec-
tron flux by the inward oxygen movement. When the apical
oxygen moves away from the CuO2 plane, the charge flows
oppositely. The partial DOS (PDOS) of the apical cation of
Tl, the apical anion O, and the planar Cu exhibit consistent
results [Fig. 2(b)]. When the apical oxygen is closer to the
CuO2 plane, the PDOS of the apical cation and oxygen
lowers in energy, whereas that of the planar Cu and O
increases in energy, corresponding to the charge transfer
from the planar CuO4 unit to the apical oxygen and cation.
When the apical oxygen moves away from the CuO2 plane,
the PDOS of apical oxygen and cation shifts upward with a
non-negligible portion of DOS moving above the Fermi
level, forcing the electron to flow toward the plane.
Furthermore, similar to the apical force trend, the

capability of the band structure to accommodate the
dynamic apical charge flux is correlated with Tc;max.
The hybridization of unoccupied bands from the apical
cation and p orbital of the apical anion shows a general
trend that, the closer the hybridization peak is to the Fermi
level (Ef), the higher the Tc;max is. For example, the dotted
line in Fig. 2(b) shows the sharp hybridization peak of
unoccupied DOS for Tl-2212 above Ef. The peak positions
of three family groups of (Tl, Hg, Bi), (Y), and (Pb) are
roughly 1, 2, and 3 eV above Ef, respectively, leading
toward less effective apical charge transfer with decreasing

Tc;max. The La family, Ca2CuO2Cl2, and Sr2CuO2Cl2
show even weaker hybridization because the empty bands
of the apical cation are located at around 4–6 eVabove Ef.
Their apical cations just provide the electrons to the apical
anion rather than forming the hybridization. The trend
discussed in Fig. 2 is consistent with the hybrid functional
calculation in Fig. S4 [27]. The Bader charge of apical
oxygen decreases in Fig. S5 [27] from the La family toward
the Hg family by 0.24 electrons, indicating increasing
strength of covalent bonding between the apical cation and
apical oxygen. Therefore, the stronger bonding and force
between the apical cation and apical anion is caused by
their stronger hybridization, which gives more effective
apical charge transfer.

(a)

(b)

(d)(c)

FIG. 2. Charge transfer with the apical oxygen distortion.
(a) The electron density difference between the distorted structure
and the equilibrium structure of Tl-2212. (Left) ΔdA ¼ −0.12 Å.
(Right) ΔdA ¼ 0.12 Å. Yellow and green lobes represent the
positive and negative parts, respectively. Gray and orange arrows
indicate the direction of the apical oxygen distortion and the
associated electron flux, respectively. (b) The PDOS of the apical
cation of Tl, the apical oxygen, the planar Cu, and the planar O of
Tl-2212. The dotted line marks the peak position for the
hybridization of unoccupied bands between the apical Tl and
apical O at around 1.1 eV above the Fermi level. (c) Antisym-
metric (left) and symmetric (right) apical oxygen distortions. The
distortion of each oxygen position is 0.12 Å. (d) Hole localization
on the CuO4 unit with antisymmetric (antisym) and symmetric
(sym) apical oxygen distortions depending on the number of
CuO2 layers in Tl-2201, Tl-2212, and Tl-2223, respectively. The
CuO4 unit is indicated by the orange box in (c). The two oxygen
ions are moved toward each other in the symmetric mode in (d).
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Even though the force trend in Fig. 1 does not show
the layer dependence, its coupled dynamic effect through the
dynamic charge transfer can be strongly influenced by the
number of CuO2 layers. Figure 2(c) shows the two repre-
sentative modes of apical oxygen distortions with either
antisymmetric or symmetric movements about the central
CuO2 layers. Hole localization in Fig. 2(d) is defined as the
difference in Bader charges of the in-plane CuO4 unit with
and without apical oxygen distortions. The negative sign
indicates the localized hole induced by the distortion. The
charge transfer or hole localization on the in-plane CuO4

unit shows the strongest influence by the mode of apical
oxygen distortion in the single layer case, while such
influence weakens with increasing number of CuO2 layers
due to a stronger interlayer screening effect. At the single
layer, the symmetric mode shows much stronger hole
localization than the antisymmetric mode, while such differ-
ence decreases at double layers and varnishes at triple layers.
Since both oscillation modes can exist in cuprates, the
dynamic hole localization and charge transfer can be
perturbed at maximum at single layer due to the super-
position of the two apical oxygen modes at a given Cu site.
Furthermore, in Fig. 2(d), the difference of such perturbation
effect between one layer and two layers is larger than that
between two and three layers. The trend is also consistent

with the layer dependence of Tc;max, whereΔTc;max between
one and two layers is always larger than that between two
and three layers. The charge density difference between the
distorted and the equilibrium structures in Fig. S6 illustrates
the hole localization, which is consistent with the Bader
analysis [27].
We find that the apical phonon modes and the in-

plane ones, such as the breathing modes, can couple in
hole-doped cuprates (Fig. S7 [27]). When the apical oxy-
gen moves toward the in-plane Cu, the surrounding in-
plane oxygens also move toward the central Cu in such
dynamic phonon couplings, and vice versa. Such coupling
is consistent with the dynamic charge transfer characteristic
of cuprates, as when the apical oxygen moves toward the
plane, electrons flow outward away from the in-plane CuO4

unit, driving the shrinkage of the in-plane Cu─O bond
length. We also note that the frequency of apical oxygen
phonon mode near 50–70 meV here coincides well with the
“kink energy” from photoemission measurements [5,6],
suggesting the possible coupling of such apical oxygen
oscillations with the in-plane charge carrier motion.
Based on the above discussions in Fig. 2 and Fig. S7 [27],

we introduce a new mechanism of coupled ionic and
electronic oscillations to modulate the in-plane transport
property. We demonstrate this new transport mechanism by

(a)

(b)

(c)

(d)

(e)

FIG. 3. Small polaron activation barrier without and with the apical oxygen modulation. (a) Comparison of the activation barrier
between Hg-1201 and Hg-1212. The scheme on top shows how the small polaron migrates between neighboring Cu sites. The gray area
indicates the polaron position. (b) Activation barrier depending on the hole doping level in Hg-1201. The error bar is from different sizes
of supercells with the same hole doping concentration. (c) Cooperative distortions of the polaron migration and the apical oxygen
distortion. The apical oxygen distortions are exaggerated for convenience in visualization. Two yellow arrows indicate the direction of
CACFs. (d) Actual apical oxygen distortions added to the configuration fqxg on the polaron migration pathway. Data are fitted with a
simple harmonic oscillator. (e) Reduced small polaron activation barrier of Hg-1212 with the apical oxygen distortions (red) compared
with the original activation barrier (black).
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the simulation of small polaron migration. More computa-
tional details on polaron simulations are in Fig. S8 [27].
Note that such mechanism is not limited to small polarons
but can be applied to any forms of holes, including large
polarons or quasiparticles.We choose a small polaron here as
it is the least expensive DFT simulation to demonstrate such
mechanism.
Figure 3(a) illustrates how the small polaron migrates

between two neighboring Cu sites without the apical
oxygen modulation. The calculated activation barriers of
the hole polaron are 90 and 96 meV for Hg-1212 and
Hg-1201, respectively, at a hole doping level of p ¼ 0.25.
Using different supercell sizes of the Hg-1201 structure, we
explored the activation barrier at each hole concentration
[Fig. 3(b)], which ranges from 114 meV at p ¼ 0.25 to
160 meV at p ¼ 0.125. These barriers will localize any
such polaron hole in the temperature range of interest.
However, with the apical charge flux that can be

generated by apical oxygen oscillation, the hopping barrier
can be largely reduced. Ideally, if CACFs are associated
with the opposite directions of apical oxygen oscillations in
the neighboring Cu sites, the in-plane oxygen oscillations
around the two Cu sites will also be coupled accordingly.
Such CACF process is supported by the local charge
neutrality condition of the apical charge-up in one Cu site,
balanced by the apical charge-down in another neighboring
Cu site. Figure 3(c) illustrates how this mechanism can
modulate the small polaron migration barrier between the
neighboring Cu sites.
The magnitude of such apical oxygen distortions at

different coordinates on the polaron migration pathway is
shown in Fig. 3(d) with the curve shape reminiscent of the
typical phonon motions of a simple harmonic oscillator.
The maximum amplitude of distortion here is around
6.5 pm=atom, which is reasonably small compared with
the calculated apical phonon amplitude u of 8.4 pm at zero
point energy using u ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ℏ=Mω
p

, where M and ω are the
oxygen mass and apical phonon frequency of 75 meV in
this particular case, respectively. The set of relative apical
oxygen distortions in Fig. 3(d) is then added to the set of
cell configurations fqxg to calculate the modulated small
polaron migration barrier. We find that such cooperative
apical oxygen distortions significantly reduce the small
polaron activation barrier to a small value of 1.6 meV as
shown in Fig. 3(e). If the cooperative apical oxygen
modulations follow exactly the simple harmonic path in
Fig. 3(d), the polaron activation barrier is reduced to
34 meV instead.
It is worth noting that the above ideal situation of

cooperative oscillation of the neighboring apical oxygens
is not necessarily required to assist a single hopping case,
because as long as the apical oxygen on top of the polaron
Cu site is oscillated at a phase near the CuO2 plane, but is
moving away, the polaron site energy is increased and the
hopping barrier is reduced, giving an asymmetric energy

profile. However, at lowered temperature with reduced
temperature fluctuation, the aforementioned CACF process
at the neighboring apical oxygen sites [Figs. 3(c)–3(e)] can
better help the continuous or even coherent in-plane
charge flow.
From an energy perspective, the apical lattice vibration

energy, which is proportional to its frequency and apical
force, is effectively transferred locally by this dynamic
mechanism to both strengthen the in-plane charge hopping
integral [Fig. 3(e)] and instantaneously reduce the charge
transfer energy by shifting the dx2−y2 orbital to a lower
energy direction (Fig. S9 [27]). Notably, the phonon
frequency of around 50–80 meV, depending on the family
(Fig. S3 and Table S2 [27]), is comparable to the migration
barrier of ∼100 meV for small polaron, while the barrier is
even smaller for holes with larger spatial ranges. The
cuprates with higher apical phonon frequencies are asso-
ciated with more robust apical charge flux, which can
strengthen the in-plane charge hopping more effectively
with less susceptibility to the temperature fluctuation.
We note that the previous descriptor of in-plane charge

transfer energy [16] and hopping integral [15] can be
integrated into our model in a dynamical way by coupling
with the apical charge oscillation. Our proposed dynamic
mechanism here can connect with several dynamic exper-
imental phenomena that indicate the unconventional inter-
play between electron and phonon interactions [5,6,20–22].
Moreover, previous observation of Tc being influenced
more by the chemical disorder near the apical oxygen than
between CuO2 layers [67] can be related to their stronger
disturbance to the proposed CACF process. Interestingly,
our model also provides a mechanism to mobilize the
otherwise localized small polaron that possibly exists in the
parent cuprates [68], although our model is not limited to
small polaron.
In conclusion, we found the new trend that in hole-doped

cuprates the family with higher Tc;max is correlated with
stronger apical chemical bonding and hybridization. Based
on this, we proposed a new dynamic mechanism of coupled
CACFs and the lattice oscillations to modulate the in-plane
charge hopping processes. We believe our understanding
here can shed light on the understanding of the complicated
phenomena in cuprates, especially how the transport
properties are controlled by the coupled electronic and
ionic dynamic oscillations.
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