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We study the mutual coupling of spin fluctuations and lattice vibrations in paramagnetic CrN by
combining atomistic spin dynamics and ab initio molecular dynamics. The two degrees of freedom are
dynamically coupled, leading to nonadiabatic effects. Those effects suppress the phonon lifetimes at low
temperature compared to an adiabatic approach. The dynamic coupling identified here provides an
explanation for the experimentally observed unexpected temperature dependence of the thermal
conductivity of magnetic semiconductors above the magnetic ordering temperature.
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At elevated temperatures, magnetic materials are subject
to both spin and lattice excitations. Magnon and phonon
spectra, as well as magnetic order-disorder and melting
transitions, are often analyzed separately, even though in
principle they are distinctly coupled [1]. As an example,
the phonon dominated thermal conductivity of magnetic
semiconductors YMnO3, LuMnO3, and ScMnO3 [2], as
well as CrN [3–5], show dramatically different temperature
dependences below and above the magnetic transition
temperature. Particularly, above the magnetic ordering
temperature, the thermal conductivity differs from the
temperature dependence of nonmagnetic semiconductors
likeMgO [6]. While the phonon based thermal conductivity
of nonmagnetic materials typically declines by 1=T at
high temperatures due to increasing phonon-phonon inter-
actions [turquoise line in Fig. 1(a)], the thermal conductivity
of magnetic semiconductors such as CrN remains nearly
constant above themagnetic transition [red line in Fig. 1(a)].
So far, a well-supported explanation for this behavior has
been lacking. We show that in the high temperature para-
magnetic phase, nonadiabatic coupling between phonons
and spins strongly affects the phonon lifetimes [Fig. 1(b)]. In
the high temperature limit, which we consider in this Letter,
the single mode approximation of the Boltzmann transport
equation [7,8] can be applied. The temperature dependence
of the phonon relaxation time can be approximated by the
phonon lifetime [7], and it can be directly correlated to the
temperature dependence of thermal conductivity. Our find-
ings give an atomistic explanation, and they support the
suggestion in the experimental work of Sharma et al. [2],

who proposed a dynamical spin-phonon scattering mecha-
nism of acoustic phonons by short-ranged spin fluctuations.
Above the critical Curie or Néel temperature, the para-

magnetic state is characterized by a lack of both global
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FIG. 1. (a) Thermal conductivities of CrN [5] and MgO [6]
compared to (b) averaged phonon lifetimes obtained by DLM-
AIMD, ASD-AIMD and nonmagnetic AIMD. (c) CrN spectral
density of the transversal acoustic phonon at the L point at
T ¼ 300 K and (d) T ¼ 1000 K. Shaded areas indicate the
corresponding nonfitted spectral densities.
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magnetization and long range order between the magnetic
moments. Nevertheless, local moments with a degree of
short-range correlations, both in time and space, may
still exist and influence physical properties [9–11].
Furthermore, the lattice degrees of freedom (d.o.f.) expe-
rience thermal excitations, often well beyond the harmonic
regime [12–14]. Recently, it has been demonstrated by
first-principles calculations that the lattice and magnetic
excitations are interconnected in the paramagnetic phases
of Fe: The interatomic forces that dictate the vibrations and
the phonon spectra are distinctly different in the disordered
magnetic state as compared to the ferromagnetic ground
state [15,16]. The local magnetic moments and electronic
structure are in turn clearly influenced by the presence of
atomic disorder caused by the lattice vibrations [17].
Previous approaches [15,16,18], however, lack an incor-

poration of the full mutual coupling between both d.o.f.
For instance, in the previously proposed spin-space aver-
aging approach [15,16], the atomic fluctuations do not
directly impact the magnetic system. In the disordered
local moment ab initio molecular dynamics (DLM-AIMD)
[18] approach, magnetic short and long range ordering
effects are ignored. Properties such as the experimentally
observed anomalous thermal conductivity in CrN cannot be
interpreted by these methods.
An alternative would be spin-lattice dynamics (SLD)

[19–23], but efficient implementations require adequate
interatomic potentials for the magnetic and atomic d.o.f.
Constructing these is particularly challenging for magnetic
materials at high temperatures. A key prerequisite for such
a method development is thus an unbiased and fully first-
principles based approach.
In this Letter, we suggest an approach to close the

previous simulation gap for magnetic materials by a first-
principles based methodology. Our approach combines
atomistic spin dynamics [24,25] with ab initio molecular
dynamics (ASD-AIMD). Ab initio molecular dynamics
calculations have been successfully applied for a

quantitative description of nonmagnetic materials at high
temperatures [14]. Likewise, spin dynamics calculations
are used to study properties of magnetic materials below
and above their magnetic transition temperature [26,27].
Our ASD-AIMD approach now paves the way for the
investigation of magnetic materials with AIMD-level accu-
racy and the explicit inclusion of coupled dynamical
excitations at high temperatures. Based on this approach,
we derive magnetic and phonon lifetimes in B1 CrN above
the magnetic ordering temperature of 280 K.
Our ASD-AIMDmethod is sketched in Fig. 2. It is based

on an alternating scheme of ASD and AIMD steps. To start
with suitable initial atomic positions, adiabatic DLM-
AIMD simulations are performed at the temperature of
choice. The resulting positions fRg of this pre-equilibra-
tion are used to obtain the distance dependent exchange
constants Jij between magnetic atoms, which are para-
metrized prior to the simulation. A reasonable initial spin
state fSg is then determined by a Monte Carlo (MC)
simulation for these atomic positions and corresponding
exchange interactions. After this initiation, the main loop of
the ASD-AIMD is started. The spin orientations are used
for the subsequent AIMD step. There, forces acting on each
atom are determined via a spin polarized, noncollinear
density functional theory (DFT) calculation with con-
strained spin directions consistent with the actual orienta-
tion of the spins. The obtained forces are used to update
the atomic positions by a single-step propagation of 1 fs.
With the new atomic positions, new distance dependent
exchange interactions are obtained and used to propagate
the magnetic state for 1 fs in the ASD simulation of the
same coupled ASD-AIMD step. The alternating AIMD and
ASD steps are repeated until a sufficient simulation time
has been obtained to ensure convergence of the investigated
physical quantities.
The propagation of the atoms has been realized by a

Born-Oppenheimer type AIMD within VASP [28–33]. The
forces acting on the atoms are determined in formally 0 K
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FIG. 2. Representation of the combined ASD-AIMD approach: After a preequilibration, a subsequent scheme of ASD and AIMD runs
are performed. At each step, the actual spin state fSg and the actual atomic positions fRg serve as input of the following AIMD and
ASD calculation, respectively. Within each coupled step, the atoms and spins propagate for 1 fs in total.
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DFT calculations with a constrained magnetic moment
approach by Ma and Dudarev [34] via Lagrange multipliers
of magnitude λ ¼ 25. The actual change of the spin state is
calculated by the Landau-Lifshitz-Gilbert equation (LLG)
as implemented in UPPASD [25,35],

∂Ŝi

∂t ¼ −
γ

1þ α2
Ŝi × ½Heff þ fi�

− γ
α

1þ α2
Ŝi × fŜi × ½Heff þ fi�g: ð1Þ

The quantities γ and α denote the electron gyromagnetic
ratio and the phenomenological damping factor, respec-
tively. The spin temperature is described by white-noise
Langevin dynamics. In these dynamics, the fluctuations
are enforced by an auxiliary stochastic magnetic field fi.
Both parts of Eq. (1) are based on the effective field
Heff ¼ −ð1=miÞ½ð∂HÞ=ð∂ŜiÞ�, with mi denoting the mag-
nitude of the magnetic moment corresponding to the ith
atom. The effective field is determined by the classical
Heisenberg exchange interaction between the effective spin
of Cr atoms:

H ¼ −
X

i≠j
JijðRijÞŜiŜj: ð2Þ

The lattice vibrations enter the spin dynamics through
their effect on the exchange interactions JijðRijÞ. The CrN
exchange interactions have been determined in [36], and
they depend mostly on the Cr-Cr atomic pair distances. The
range of interactions in paramagnetic CrN was found to be
very short and could be well described with only first and
second Cr-Cr neighbor terms [36,37]. The parametrization
of these interactions are determined by magnetic direct
cluster averaging using the same electronic structure
framework and approximations as used for our AIMD
runs [36] (see Supplemental Material [38]). Within our
notation, the magnitudes of the effective magnetic moments
mi and mj are absorbed into the exchange interactions
JijðRijÞ. Performing test calculations, we find spin-orbit
coupling effects to be negligibly weak in CrN.
While N carries a negligible magnetic moment, the

magnitude of Cr moments in CrN has been observed to
be robust around 2.8 μB, with respect to both transversal
magnetic disorder [43] and lattice vibrations [44]. We
therefore constrain the transverse, orientational, d.o.f. in
the LLG equation only. The absolute magnitude of each
moment is allowed to adjust freely within each electronic
structure step. As discussed in the Supplemental Material
[38], the phenomenological damping factor has a small
influence on the spin dynamics in equilibrium simulations
of the high temperature phase, and the typical value of 0.05
has been chosen [45]. We applied our method to CrN to
investigate the properties within the paramagnetic phase at
T ¼ 300 K and T ¼ 1000 K. Detailed information of DFT

related parameters (e.g., k points, energy cutoff, cell sizes)
are given in the Supplemental Material [38].
To analyze the importance of a spin-phonon coupling,

we performed DLM-AIMD [18] calculations employing
the same 1 fs AIMD time step but with fully random,
disordered noncollinear magnetic states, changing likewise,
each 1 fs. In this way, we approximate the adiabatic limit
where individual spin states live too short to be “seen” by
the atomic vibrations. This can be regarded as a generali-
zation of previous DLM-AIMD works on CrN [18,46]. It
considers noncollinear disorder in the limit of an infinitely
fast change of magnetic states. All other details of the
DLM-AIMD simulations are identical to the ASD-
AIMD runs.
The most compelling finding is observed for the phonon

lifetimes of CrN in the paramagnetic range (see
Supplemental Material [38] for a description on obtaining
phonon lifetimes fromMD). In Figs. 1(c) and 1(d), we show
the power spectral density of the transversal acoustic phonon
at theL point as a representative example. There,we compare
the coupled ASD-AIMD simulation to the adiabaticlike
DLM-AIMD, both at (a) 300 K and (b) 1000 K. We observe
small effects on the phonon frequencies (corresponding to
the peak positions). However, the full widths at half maxi-
mum (FWHM ¼ 2Γph), which are inversely proportional to
the phonon lifetimes (τ ¼ ð1=2ΓphÞ), are distinctly different
with significantly broader distributions for the coupledASD-
AIMD simulation. This effect is particularly apparent at
300 K and largely vanishes at 1000 K. This impressively
demonstrates that at 300 K, above the magnetic transition
temperature, the vibrational state is heavily disturbed by the
dynamical coupling to the magnetic state without long range
order. In panel (b) of Fig. 1, we show the average of all
obtained phonon lifetimes for CrN simulated with the two
methods, as well as for the isostructural nonmagnetic MgO.
The absolute value at 300 K and the temperature trend of the
averaged phonon lifetimes are distinctly different between
the adiabaticlike DLM-AIMD and the dynamically coupled
ASD-AIMD simulations. The adiabaticlike simulation for
CrN shows a striking resemblance with the results for
nonmagnetic simulations for MgO. The similar temperature
trend indicates that disordered magnetism, treated as adia-
batically fast on the time scale of the phonons, has little
influence on the phonon lifetime and also on their temper-
ature dependence. In contrast, the results for the ASD-AIMD
simulation show that when the spin dynamics are explicitly
treated and coupled with lattice dynamics, it can indeed
drastically decrease phonon lifetimes. Our results therefore
show that the coupling strength is large at 300 K and that it
decreases with temperature. Decomposing the phonons into
acoustic and optical branches (cf. Supplemental Material
[38]), we find that the difference between the DLM andASD
treatments originates from effects on the acoustic branches,
while the lifetimes of the optical branches are very similar.
This may be expected as the optical modes are governed by
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the interatomic forces of neighboring Cr-N pairs, where the
N atoms are almost absent of spin polarization and, in
particular, fully absent of spin dynamics.
Since the phonon lifetimes are directly related to the

lattice thermal conductivity, these findings provide an
intuitive explanation of the constant [4,5] or even increas-
ing [3] thermal conductivity with temperature in the
paramagnetic state of CrN, as shown by the measured
data from [5] in Fig. 1(a). Normally phonon lifetimes
reduce with increasing temperature due to increased pho-
non-phonon scattering. As discussed above, the dynamic
coupling between spin dynamics and lattice vibrations has
the opposite temperature dependence—it becomes weaker
with increasing temperature. The reduction of the acoustic
phonon lifetimes is strong close to the Néel temperature
compared to the case of phonon-phonon interaction only. In
contrast, at high temperatures, the coupled dynamics have
little impact on the phonon lifetimes. As a consequence of
this compensating behavior, the phonon lifetime becomes
almost temperature independent.
The success of the ASD-AIMD approach to reveal the

strong impact of dynamical coupling on the lattice thermal
conductivity in CrN suggests that it is an ideal tool to also
address phenomena such as magnetostriction, ultrafast
relaxations, or the magnetocaloric effect.
To obtain a detailed understanding of the nature of the

coupling effect and its change with temperature, we study
(i) the correlation between the momentaneous interatomic
distance and spin state (Fig. 3) and (ii) the influence of the
lattice vibrations on the magnetic short range order auto-
correlations (Fig. 4). The spin dot product Ŝi · Ŝj, as a
function of the Cr-Cr nearest-neighbor pair distance Rij, is
shown in Fig. 3 as a histogram for every AIMD snapshot.
The histogram represents the probability in finding a pair
with a specific distance and spin orientation. Including

dynamic coupling [Figs. 3(b) and 3(d)], a distinct corre-
lation between distances and spin orientations is observed.
Specifically, the AFM oriented pairs have a tendency for
shorter distances, while FM oriented pairs have a tendency
for longer distances. The higher probability at antiferro-
magnetic orientations (indicated by the red color) implies
that the system shows substantial antiferromagnetic short
range order (SRO) at 300 K. At a higher temperature of
1000 K [Fig. 3(d)], local spin order largely disappears, and
the correlation between pair separation and spin orientation
is less pronounced relative to the larger total spread in pair
distances. As expected, when not taking the dynamic
coupling into account [Figs. 3(a) and 3(c)], no correlation
is observed. In order to verify that the spin-lattice corre-
lation is indeed due to the dynamical coupling and not due
to spatial magnetic SRO, we replace the spin-dynamic step
in our approach by Monte Carlo (MC) calculations inde-
pendent from each other but including magnetic SRO.
The comparison clearly shows, Figs. 5 and 6 in the
Supplemental Material [38], a magnetic SRO at 300 K
without impact on interatomic distances or suppression
of phonon lifetimes, proving the dynamical origin of the
latter effects.
Having studied the impact of the spin dynamics on the

dynamics of the nuclei, we now study the opposite effect;
i.e., the impact of the atomic vibrations on spin dynamics.
For this reason we consider three cases. In the first case, we
keep the atoms fixed on their equilibrium positions; i.e., by
construction the atomic dynamics is suppressed. Second,
we switch on atomic dynamics, but we do not couple it to
the spin dynamics. Nevertheless, the spin dynamics are
influenced by the distances between magnetic atoms.
Third, we consider the fully coupled case. As shown in
Fig. 4, including atomic dynamics always reduces the spin
correlation time. The magnitude of this decrease depends
significantly on the temperature: While the shortening of
spin correlation times is modest at low temperatures, it
becomes large at high temperatures. What is interesting is
the qualitatively different impact of the dynamical cou-
pling. While at high temperatures there is no visible

(a) (b)

(c) (d)

FIG. 3. Two dimensional probability diagrams of Cr-Cr nearest
neighbor pairs with respect to their spin orientation. The spin
orientation is given by the dot products of the two spin vectors in
a pair [1 (-1) corresponds to the ferro- (antiferro-) magnetic
coupling]. The diagrams are plotted for different temperatures
and methods: (a) DLM-AIMD at T ¼ 300 K, (b) ASD-AIMD at
T ¼ 300 K, (c) DLM-AIMD at T ¼ 1000 K, and (d) ASD-
AIMD at T ¼ 1000 K. The red lines show the linear regression
between distances and spin orientations.

(a) (b)

FIG. 4. Spin pair autocorrelation functions of CrN at T ¼
300 K (a) and T ¼ 1000 K (b) obtained from ASD (fixed lattice),
ASD on a pre-calculated DLM-AIMD vibrating lattice (dynamic
lattice) and ASD-AIMD (coupled dynamics).
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difference between coupled and noncoupled atom dynam-
ics, at low temperatures there are clear differences.
Including dynamical coupling between the spin and lattice
increases the spin correlation times; i.e., spin scattering at
the vibrating atoms becomes less efficient.
The weaker spin-lattice coupling at 1000 K than at 300 K

can be understood by two effects. First, the even shorter
lifetimes of the magnetic state at 1000 K, seen in Fig. 4,
brings the system towards an adiabatic decoupling. Second,
the higher amplitude of atomic displacements, seen in the
distribution width in Fig. 3, corresponds to an increased
vibrational energy scale not matched by an increase in the
energy scale of the magnetic fluctuations that, already at
300 K, is in the disordered paramagnetic regime.
In conclusion, we have proposed a method that allows us

to simulate the high temperature paramagnetic phase of
magnetic materials by combining ab initio parametrized
atomistic spin dynamics with ab initiomolecular dynamics.
The approach enables studies of the dynamical coupling of
spin and lattice excitations and its impact on the properties
of materials. For the model system studied, CrN, we find
that the dynamics of the spin system severely impacts
atomic lattice vibrations and the quantities related to it, such
as phonon lifetimes. The dependence is mutual, and the
magnetic state and its dynamic are influenced by the lattice
vibrations. At temperatures slightly above the transition
temperature, the dynamical coupling, which is accessible
by our approach, is found to significantly reduce the
phonon lifetimes of the acoustic modes. In contrast, at
high temperatures (1000 K) well above the Néel temper-
ature, the dynamical coupling and its impact on phonon
lifetimes are largely reduced. Thus the strong spin-lattice
coupling identified in this Letter and the fact that it is found
to decrease with increasing temperature, is consistent with
experimental observations. We expect that similar mech-
anisms apply not only for CrN but for a wide range of
magnetic semiconductors and oxides, e.g., YMnO3,
LuMnO3, and ScMnO3, since related experimental findings
have been observed. Furthermore, the application of the
ASD-AIMD method beyond magnetic semiconductors will
allow us to explore the impact of dynamical spin-lattice
coupling on the properties of magnetic materials at high
temperature.
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