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While the phase diagrams of the one- and multiorbital Hubbard model have been well studied, the
physics of real Mott insulators is often much richer, material dependent, and poorly understood. In the
prototype Mott insulator V2O3, chemical pressure was initially believed to explain why the paramagnetic-
metal to antiferromagnetic-insulator transition temperature is lowered by Ti doping while Cr doping
strengthens correlations, eventually rendering the high-temperature phase paramagnetic insulating.
However, this scenario has been recently shown both experimentally and theoretically to be untenable.
Based on full structural optimization, we demonstrate via the charge self-consistent combination of density
functional theory and dynamical mean-field theory that changes in the V2O3 phase diagram are driven by
defect-induced local symmetry breakings resulting from dramatically different couplings of Cr and Ti
dopants to the host system. This finding emphasizes the high sensitivity of the Mott metal-insulator
transition to the local environment and the importance of accurately accounting for the one-electron
Hamiltonian, since correlations crucially respond to it.
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Introduction.—After many decades of intense research,
the V2O3 phase diagram still stands out as a challenge
in condensed matter physics [1–6]. Its canonical form
(cf. Fig. 1) [7] has been addressed many times both
experimentally and theoretically. At stoichiometry and at
ambient temperature T, a paramagnetic-metallic (PM)
phase in a corundum crystal structure is stable. Driving
the temperature below TN ∼ 155 K results in an antiferro-
magnetic-insulating (AFI) phase with a monoclinic crystal
structure. Ti doping rapidly suppresses this low-T phase,
whereas Cr doping stabilizes it, and, additionally, trans-
forms the high-T PM phase into a paramagnetic-insulating
(PI) one.
V3þ has two 3d electrons, occupying the triply degenerate

(for each spin) t2g ¼ feπg ; a1gg orbitals, split into a lower eπg
doublet and an upper a1g singlet in the trigonal crystal field
(CF) of the corundum structure. In the low-T monoclinic
structure, the additional low-symmetry CF component lifts
the eπg degeneracy. At first glance, the experimental phase
diagram shown in Fig. 1 seems consistent with a positive
(negative) chemical pressure exerted by Ti (Cr) doping.
It has, therefore, been routinely interpreted in terms of
the standard picture derived from the Hubbard model: upon
applying positive (negative) pressure, the bandwidth W
increases (decreases), and so does the ratio W=U, which
controls the correlation strength and thus the tendency to
form a metal. This picture has been accepted in many
previous works and appeared to be supported [4,8–10] by

a combination of density functional theory (DFT) and
dynamical mean-field theory (DMFT) without charge
self-consistency (i.e., one-shot scheme), whereupon the
correlation-enhanced CF splitting leads to a strong orbital
polarization towards eπg already at stoichiometry. However,
by finding still sizablea1g filling at zero doping, this scenario
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FIG. 1. V2O3 phase diagram (after [7]), with “CO”marking the
crossover region. Note that the doping axis indicates the effect on
the phase boundary similar to pressure, but not necessarily the
corresponding volume change or mechanism.
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has recently been questioned by angle-resolved photoemis-
sion [11] and charge self-consistent DFTþ DMFT calcu-
lations [12–15]. The chemical-pressure effect is apparently
too weak to explain key V2O3 phenomenology. In addition,
contrary to many statements in the literature, Ti doping leads
to a volume increase [16], although less so than Cr.
Alternative causes for thismetal-insulator transition (MIT)

were postulated [2,17–23]. Early on,Rice andBrinkman [17]
blamed doping-induced disorder and scattering for the
metallicity breakdown. Indeed, ion-irradiation experiments
revealed the sensitivity of the transition temperature to even a
small concentration of defects [24]. However, while such a
scenario could explain why Cr doping leads to an insulating
state, it fails to explain the opposite effect of Ti doping.
In this Letter, we show that the key effects of Cr or Ti

doping cannot be reduced to a chemical pressure. Instead,
in a first approximation, the Cr effect (reduced metallicity)
is mostly structural (reduced local symmetry around
Cr ion). The opposite effect of Ti is mostly electronic,
an effective electron (and not hole) doping of V2O3. This
conclusion is based upon a first-principles study employing
state-of-the-art charge-self-consistent DFTþ DMFT cal-
culations on relaxed supercells with Cr or Ti doping. We
emphasize that both a proper account of the structural
and charge self-consistency effects on the realistic defect
chemistry, as well as a precise inclusion of correlation
effects, are essential for describing the physics of V2O3.
Structural aspects.—The starting point for the DFTþ

DMFT calculations is the canonical two-formula unit cell at
stoichiometry (below called the “stoichiometric” case),
reported in Ref. [25]. We first address the global structural
effects of doping (chemical pressure) by considering the
minimal unit cell as reported by the experiment, i.e.,
averaged over the impurity disorder, for 2.8% Cr [25]
and 3% Ti [16] doping (“experimental-averaged” Cr or Ti,
EA-Cr and EA-Ti, respectively). For both dopings, the c-axis
(a-axis) parameter is reduced (increased) and the resulting
volumes are larger than at stoichiometry. However, the
so-called “umbrella” distortion, i.e., the disparity of the two
sets of O-metal-O angles, changes only marginally in EA-Ti
(from15.8° to 16.1°), but increases noticeably to 18.5°withCr.
Next, we construct 80-atom 2 × 2 × 2 supercells with

one of the 32 V sites replaced by Cr or Ti, i.e., a 3.1%
doping, with the cell dimensions of the EA structures, and
applied full symmetry-unrestricted atomic relaxation with
density functional theory with the Hubbard U parameter
(DFTþ U). Upon structural relaxation, the V ions near Cr
shift toward the impurity, whereas theV-V distance of V ions
farther away from the dopant increases, both in line with
experiment [21,22]. For Ti doping, on the other hand, V ions
are repelled from the impurity. Second, local monoclinic
distortions are favored in Cr-doped V2O3, in agreement with
experiment [18,20,22], but not in the Ti-doped compound.
Note that due to the limitations inmanageable supercell sizes,
the local monoclinic distortions are described by a complete

symmetry change of the defect cell. Nevertheless, starting
from the experimental corundum structure, fixing the lattice
parameters, and using a local-minimum relaxation algorithm
ensures that the resulting structure is a good approximation
of the true defect geometry. More details of the structural
optimization are provided in the SupplementalMaterial [26].
A charge self-consistent DFTþ DMFT scheme [12,

32,33] is applied to thus obtained structures. The V-t2g
triplet defines the correlated subspace, with a HubbardU ¼
5 eV and Hund’s-rule coupling JH ¼ 0.7 eV (for more
details see Supplemental Material with Refs. [34–39]).
Figure 2 shows the calculated spectral functions at T ¼

387 K and T ¼ 193 K. Stoichiometric V2O3 [Fig. 2(a)
shaded region] displays a bare trigonal CF splitting of
162 meV. A moderate orbital polarization towards eπg is
seen from the values of n≡ fneπg ; na1gg ¼ f1.58; 0.42g. It is
a correlated metal with a renormalized quasiparticle (QP)
peak and Hubbard bands, in line with photoemission
observations [6,40]. Based on the spectral weight of the
lower Hubbard band, the correlation strength appears to
be somewhat larger at higher T. This is due to the
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FIG. 2. DFTþ DMFT spectral functions of stoichiometric and
doped V2O3. (a) Total spectral function at two T for Cr doping
(left) and Ti doping (right). (b) Lattice-averaged V-eπg and V-a1g
(full lines), and Cr and Ti eπg and a1g (dashed lines) local spectral
function at T ¼ 193 K, compared to orbital-resolved stoichio-
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small orbital-dependent coherence-energy scale in V2O3

[10,26,41]; when the temperature hits this scale, the low-
energy QPs start to lose coherence and spectral-weight
transfer to the Hubbard sidebands occurs.
Ti doping.—First, we investigate Ti doping with the

various unit cells and supercells described above (Fig. 2,
right panels). The effective EA-Ti case remains clearly
metallic. Without structural relaxation, the supercell case
opens a pseudogap due to a Kondo-insulator-like hybridi-
zation between the V bands and Ti impurity states. Upon
relaxations, Ti-t2g states shift up, the artificial hybridization
vanishes, and the system becomes strongly metallic. Since
the Ti-t2g states [Fig. 2(b)] are higher than Vones, Ti loses
all electrons and dopes the V bands; ðV1−xTixÞ2O3 is thus
electronically equivalent to V2O3 doped with x=ð1 − xÞ
electrons. At low temperatures, as any doped Mott insu-
lator, the system rapidly metallizes [Fig. 2(a) right panels].
This is also clearly seen in the DFTþ U calculations
(cf. Fig. 5). The formal valence of the Ti impurity is now
4þ, in agreement with experiment [42]. Note that Ti4þ has
a smaller ionic radius (74.5 pm [43]) than the V3þ one
(78 pm) causing a positive chemical pressure, opposite to
what would have happened for Ti3þ (81 pm).
Cr doping.—This case is more complex and Fig. 2 shows

our main results. Pure V2O3 set in the EA-Cr structure
does not exhibit a tendency to gap formation [pink curves
in Fig. 2(a)], contrary to earlier one-shot DFTþ DMFT
calculations [10]. The orbital polarization towards eπg
remains moderate (see the Supplemental Material [26]
for a complete account of the respective orbital occupations
and a further analysis with Refs. [44–46]), unless unreal-
istically large lattice expansion is assumed [12,15].
However, a complete structural relaxation with impurity-
induced local monoclinic distortions leads to a gap opening
in the paramagnetic phase as shown by the disappearance
of spectral weight at low energy (3.1% Cr, relaxed, black
curves). The gap size of ∼100 meV (at T ¼ 193 K) is in
excellent agreement with experiment [40,47]. While even
the simple replacement of a single V ion by Cr already leads
to a reduction of low-energy spectral weight and strength-
ening of correlations [13] (3.1% Cr, unrelaxed, green
curves), structural relaxation is required for opening the
gap. From analyzing the local spectral functions we find a
complete MIT, i.e., no sign of orbital-selective behavior
[9,15] as shown in Fig. 2(b), where the lattice-averaged
V-eπg and V-a1g function for the 3.1% Cr, relaxed structure
(solid line) is plotted. Figure 3 shows that under external
pressure the PI phase recovers metallicity, in agreement
with experimental work by Rodolakis et al. [48].
Importantly, this stabilized metallic phase is not identical
to the original stoichiometric one. Instead, it shows a
sizable pseudogap and a large part of the Cr-induced eπg
polarization is preserved. For comparison, the experimental
low-T monoclinic structure at stoichiometry [49] is easily
Mott insulating already in paramagnetic DFTþ DMFT

(see Fig. 3, orange line), with a sizable charge gap of
about 0.4 eV.
Obviously, Cr behaves completely differently with respect

to the V matrix of V2O3 compared to Ti. This can be traced
to several effects. First, the one-electron Cr-t2g level is below
the entire V-t2g manifold (as shown from DFTþ U calcu-
lations in the Supplemental Material [26]), and reflected in a
broad impurity state centered at −2.8 eV in Fig. 2(b) (which
is reminiscent of a similar feature around −2 eV in photo-
emission [40]). Formally, the Cr3þ ion as three valence
electrons, which constitute a spin S ¼ 3=2 state below the
V-t2g states. The formal occupancy of the V-eπg states
remains essentially unaltered, so one has to look at more
subtle, structural effects. First, the Cr3þ ionic radius [43] of
75.5 pm indeed causes positive chemical pressure. Second,
the stronger and more asymmetric trigonal distortion
(“umbrella distortion,”UD) of the EA-Cr structure, compared
to stoichiometric V2O3, creates a stronger eπg -a1g splitting.
With the Cr impurity but without any further structural
changes, the orbital polarization towards eπg is then already
very strong with n ¼ f1.87; 0.10g. Yet only the additional
monoclinic CF triggered by the explicit local-symmetry
breaking effects of Cr doping finally drives the MIT. Note
that this additional CF splitting is only Δeπg ∼ 5–20 meV,
depending on the V site, but it proves relevant to establishing
the PI phase. Multiorbital Mott transitions driven by subtle
CF splitting have been studied in various model-Hamiltonian
schemes [50,51].
However, importantly, the Cr-induced UD plays its own,

quite essential role, albeit indirectly. In order to address the
effect of the structure symmetry alone, we have performed
calculations using the high-symmetry EA-Cr, stoichiometric
and EA-Ti structures (which differ mostly by the degree of
the UD), and artificially lowered the symmetry by randomly
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replacing the ligand oxygens with pseudo-oxygen of nuclear
(and electron) charge 8� δ (see the Supplemental Material
[26] for more details). The result of this experiment is shown
in Fig. 4. While EA-Cr transforms into a Mott insulator at
an already tiny symmetry-lowering field, the other metallic
structures remain comparatively robust to such a field. Thus,
the same high-symmetry corundum structure is much more
sensitive to symmetry lowering if it has a stronger UD
asymmetry, as is the case in EA-Cr.
This effect is the leading source of the insulating

behavior in Cr-doped samples, but is by far not the only
effect present. For instance, charge fluctuations and Kondo-
like screening of the additional Cr spin generate an empty
QP peak [dashed curve in Fig. 2(b), left panel] just at the
bottom of the upper gap edge, which can, in principle, be
visible in inverse photoemission. Notably, this feature should
lead to a decrease of the charge gap at low temperatures with
Cr doping. And indeed, this originally counterintuitive gap
development is observed in photoemission [40].
DFTþU calculations.—We have established above that

the charge self-consistent DFTþ DMFT supercell calcu-
lations, which include local correlation effects, are capable
of reproducing the experimental trends for both kinds of
doping (Cr and Ti) when distortions around impurities
and charge alteration are accounted for. At this point, it is
instructive to ask which effects introduced by doping are
already captured by an effective one-electron approach.
To this end, we analyze here whether the static mean-field
DFTþ U method shows the right trends of increasing
(reducing) the low-T gap when doping V2O3 by Cr (Ti). We
use DFTþ U with Ueff ¼ U − J ¼ 1.5 eV to relax (with
respect to atomic position and cell shape, but not volume)
our minimal two-formula unit cells at the experimental Cr
and Ti doped volumes. Additionally, our already relaxed
80-atom supercells with impurities are further optimized
with that protocol in order to realize now the low-T
scenario. For all these structures, the band gap as a function
ofUeff is computed (Fig. 5). When optimized at the volume

of the experimental Ti-doped material, the undoped system
has essentially the same gap as at the pure material volume,
while at the experimental Cr-doped volume the gap goes
down by about 0.07 eV. However, the same procedure
applied to the relaxed supercells of the doped systems leads
to a completely different behavior: for Ti doping the gap is
reduced to zero (within computational noise), while for
Cr doping the gap increases slightly over the original pure
material’s band gap. We should point out that, for the
purpose of uniformity, we have used the same optimization
procedure for all compound scenarios. While a much larger
Ueff is needed to open a gap in the high-T corundum
structure, in the optimized low-symmetry T ¼ 0 AF struc-
ture the gap opens already at U − J ≲ 1 eV. These results
demonstrate that the opposite, and qualitatively correct,
trends of Cr vs Ti doping are captured at the effective
one-electron level. However, correlation effects as imple-
mented in DMFT are essential to describe the PM-PI
transition at finite temperatures and distinguish between
the less correlated undoped behavior and themore correlated
Cr-doped case.
Conclusions.—Our charge self-consistent results prove

that the intriguing Cr- and Ti-doping phase diagram of
V2O3 is not driven by chemical pressure. In fact, contrary to
the common misconception, the principal factors control-
ling the phase diagram are qualitatively different for the
two impurities. On the Cr side, the main factor is a local
structural distortion affecting the crystal field, while on the
Ti side it is effective electron doping by virtue of Ti
acquiring a valence of 4þ. Increasing the umbrella dis-
tortion in the average corundum structure by Cr doping is
not per se sufficient to trigger a paramagnetic insulator, but
it makes the system more sensitive to further symmetry
lowering on the local level. In the simplest approximation,
Ti produces a charge doping and Cr does not, while Cr
produces a structural distortion conducive to insulating
behavior and Ti does not.
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Our findings elucidate the major factors controlling
the phase diagram of vanadium sesquioxide, and should
also be relevant to interpret recent V2O3 thin-film studies
[52,53]. We, furthermore, observe that whereas these
effects are importantly enhanced by electron correlations,
the described trends appear already at the one-electron level
within the static mean-field DFTþ U framework.
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