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We compute the thermal conductivity and electrical resistivity of solid hcp Fe to pressures and
temperatures of Earth’s core. We find significant contributions from electron-electron scattering, usually
neglected at high temperatures in transition metals. Our calculations show a quasilinear relation between
the electrical resistivity and temperature for hcp Fe at extreme high pressures. We obtain thermal and
electrical conductivities that are consistent with experiments considering reasonable error. The predicted
thermal conductivity is reduced from previous estimates that neglect electron-electron scattering. Our
estimated thermal conductivity for the outer core is 77� 10 Wm−1 K−1 and is consistent with a
geodynamo driven by thermal convection.
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The thermal conductivity of iron (Fe) and its alloys at
Earth’s core conditions is of central importance to under-
standing the thermal evolution of Earth’s core and the
energetics of the geomagnetic field [1–3]. A wide range of
values for the thermal conductivity at core conditions has
been predicted [3–8]. Previously, the thermal conductivity
of iron at extreme conditions has been obtained from the
electrical resistivity by applying theWiedemann-Franz law:
κ ¼ LTσ, where κ and σ are the thermal and electrical
conductivities, respectively, σ is the inverse of electrical
resistivity ρ, and L is the conventional Lorenz number L0

(2.44 × 10−8 WΩK−2) [9–11]. TheWiedemann-Franz law
has generally not been verified for any material at extreme
conditions. It can be derived under approximations [12]
that would not apply under the high temperature of Earth’s
core. Direct measurements of thermal conductivity at
conditions close to Earth’s core conditions gave low values
(e.g., 46 Wm−1K−1) [13] that would support the conven-
tional thermal dynamo picture and are consistent with a
geodynamo operating via thermal convection through Earth
history. However, the thermal conductivity measurements
and electrical resistivity measurements [11] are inconsis-
tent, requiring extreme violations of the Wiedemann-Franz
law. High values of thermal conductivity (220 Wm−1 K−1)
predicted by first-principles molecular dynamics (FPMD)
with the Kubo-Greenwood formula within density func-
tional theory (DFT) [6] are inconsistent with thermal
convection of the core, requiring a different mechanism
[14,15]. In addition to the relationship to heat transport, the
electrical resistivity of iron and its alloys at Earth’s core

conditions is an important quantity for the geodynamo in
itself, since a higher resistivity increases the dynamo
dissipation.
We computed both the electron-phonon (e-ph) and

electron-electron (e-e) scattering contributions to electrical
and thermal conductivity in solid hcp iron. For each
contribution, we have used two methods that have com-
plementary approximations. First, we computed the e-ph
contribution using the density functional perturbation
theory (DFPT) and the inelastic Boltzmann transport
equation [16] within ABINIT [17], see Supplemental
Material [18]. Everywhere below, where we say
“Boltzmann theory” we refer to electron-phonon scattering
computed using the DFPT and Boltzmann transport theory.
At high temperatures, the mean free path l of electron due
to e-ph scattering becomes comparable to the lattice
constant so that resistivity saturation may become impor-
tant [10]. The Boltzmann theory does not include saturation
effects. We estimate such effects by applying the parallel
resistor formula [32], whose reliability has been verified
theoretically [33] and numerically [34,35]:

1

ρe-ph
¼ 1

ρsat
þ 1

ρB
; ð1Þ

where ρB is from the Boltzmann theory. ρsat ¼ ρBlB=a,
where a is the lattice constant and lB is the mean free path,
i.e., the product of the relaxation time and Fermi velocity.
Second, we computed the e-ph contribution using the

Korringa-Kohn-Rostoker (KKR) method with the coherent
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potential approximation (CPA) to model thermal lattice
vibrations [36] with the SPRKKR code [37]. The electron
scattering by phonons is computed from scattering by
atomic displacements. Unlike the DFPT computations
above, the KKR-CPA naturally includes resistivity satu-
ration effects, which have been discussed as having
important implications to transports properties in Earth’s
core [10]. We calculate the resistivity of hcp Fe at high
temperatures using the KKR-CPA and the Kubo-
Greenwood formula and find that the slope decreases with
the temperature (Fig. 4), consistent with saturation effects.
The theoretical results by the method above using the
DFPT, Eq. (1), and the KKR-CPA are in good agreement
with each other in a wide range of pressure and temperature
(Fig. 1 and 4). However, the neglect of local environmental
effects in the single-site KKR-CPA may lead to errors of
transport properties.
We compared our thermal conductivity results with

previous FPMD computations [5,6] and find that they
agree well with those in Ref. [5], but less so with those in
Ref. [6]. Within our methods, it seems to be easier to
achieve good convergence than with FPMD. In practice,
parameters in FPMD simulations, especially the cell size
and number of k points, are difficult to be converged for
high-density metals. For instance, energy levels are dis-
crete, and due to the finite supercell size in FPMD, the low-
frequency part of optical electrical and thermal conductivity
and their dc values will depend on the choice of the width
of the broadening function. We do not have such issues in
our methods.
We computed the e-e scattering contribution to

electrical resistivity and thermal conductivity using the

density functional theoryþ dynamical mean field theory
(DFTþDMFT) [38,39] with the continuous time quantum
Monte Carlo impurity solver [40,41] and the Kubo-
Greenwood formula with the EDMFTF code [42,43]. We
use the method of Refs. [7,44], but correcting the factor of
2 error there due to the neglect of the two spin channels.
The e-e scattering is additionally studied using the KKR-
DMFT [45] with the spin-polarized T matrixþ fluctuation
exchange impurity solver [18,46].
We add the separately computed e-ph and e-e contri-

butions to give the total scattering rate; this is called
Matthiessen’s rule, which has broad experimental support.
There are few studies considering corrections beyond
Matthiessen’s rule. Using the DFTþDMFT, e-ph coupling
in FeSe was found to be enhanced due to electron
correlations [47], and this has recently been verified
experimentally [48]. For pure hcp Fe, electron correlations
may also change the strength of e-ph coupling but probably
not strongly. In recent work by Hausoel et al. [49], the
authors report on DMFT calculations of molecular dynam-
ics snapshots of fcc Ni and found that thermal disorder has
only weak effects on electron correlations. Matthiessen’s
rule is expected to be broken when in the saturation region
when the resistivity approaches the Ioffe-Regel limit,
because there is essentially a minimum mean free path—
the nearest-neighbor distance [50]. Previous studies [51,52]
have shown that, for strongly correlated systems, resistivity
can far exceed the Ioffe-Regel limit, corresponding to a
very short mean free path. Therefore, when e-ph and e-e
scattering contributions are comparable to each other, it
may be suitable to consider saturation effects only on the
e-ph part and apply Matthiessen’s rule after having con-
sidered saturation. Since there is no evidence of the
breakdown of Matthiessen’s rule when considering e-e
and other scattering mechanisms, we assume the appli-
cability of Matthiessen’s rule.
Using this approximation, we compute the total thermal

conductivity κtot ¼ ½κ−1e-ph þ κ−1e-e�−1, as in Ref. [53] for
hydrogen plasma under extreme conditions. The ionic part
of thermal conductivity is neglected, since it is much
smaller than the electronic part in metals. As pointed out
in Ref. [54], we observe relaxation time for the e-e
scattering τe-e being energy dependent, although we dis-
agree with their claim of iron being a simple Fermi liquid at
high temperatures [18]. Unlike ρe-e being insensitive to the
energy dependence of τe-e, κe-e can be considerably
modified by its energy dependence. We find that the
Lorenz number for the e-e scattering, Le-e, is reduced
from the conventional one L0 by 20%–45%, or
1.4–2.0 × 10−8 WΩK−2, depending on the temperature
and pressure. This leads to a Lorenz number for ρtot and
κtot of 2.10–2.15 × 10−8 WΩK−2 at Earth’s outer core
conditions, from the core-mantle boundary (CMB, P ¼
136 GPa and T ¼ 4000 K) to the inner core boundary
(ICB, P ¼ 330 GPa and T ¼ 6000 K).

FIG. 1. Calculated resistivity of hcp Fe at atomic volume 57.9
and 53.3 bohr3, corresponding to about 110 and 160 GPa at
2500 K [56,57]. ρe-ph is the electron-phonon contribution of
resistivity. DFPT represents calculating ρe-ph using the DFPTþ
inelastic Boltzmann theory. “þ sat” includes resistivity saturation
effects for the e-ph scattering using Eq. (1). “KKR-CPA”
represents using the KKR-CPA method with the Kubo-
Greenwood formula. FPMD is first-principles molecular dynam-
ics with the Kubo-Greenwood formula. Both the KKR-CPA and
the FPMD have naturally included resistivity saturation effects.
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Our computed values of resistivity along the Hugoniot
agree with the shock data from the experiments [9,55]
within the scatter (Fig. 2). We compared our computed
isotropically averaged resistivity at conditions close to the
CMB ones with diamond anvil cell (DAC) data [11]
(Fig. 3). The computed resistivity is anisotropic, with
ρa=ρc ¼ 1.3. We find that ρsat is about 143 μΩ cm at V ¼
47.8 bohr3=atom [18], a bit lower than the estimate by
Gomi et al. [10]. Our resistivities are somewhat higher than
the experimental data but broadly consistent, considering

the possibility of preferred orientation in the DAC experi-
ments, temperature gradients, and the large size of the
probe wires compared with the sample. Our calculations
show a quasilinear relation between the total electrical
resistivity and temperature for hcp Fe, against the relation
used in the fit of their experimental data by Ohta et al.,
where the slope of resistivity decreases with the temper-
ature. Including the e-e contribution, the absolute value
and the slope of the total resistivity become larger, making
the total resistivity more linear with the temperature.
Applying such a quasilinear relation for extrapolation of
experiments will increase their electrical resistivity at
higher temperatures.
We compared our calculated resistivity with previous

theoretical and experimental results at the inner
core density of iron (13.04 g cm−3, atomic volume of
47.8 atomic units ¼ 7.083 Å3) (Fig. 4). Our e-ph results
are slightly higher but in general agreement with the FPMD
results [58]. Our total resistivity is in quite poor agreement
with the extrapolation values of DAC data [11], consistent
with their extrapolation not being accurate from overesti-
mating saturation effects. In addition to possible exper-
imental errors of temperatures in their measurements, the
disagreement may be also due to their use of smaller ρsat
and the neglect of the e-e scattering in the temperature
dependence of the resistivity in their extrapolation. At
higher temperatures, the e-e scattering becomes more
important and reaches about 35% of the e-ph value at
Earth’s core conditions.

FIG. 3. Calculated resistivity at fixed atomic volumes—57.9,
54.9, 53.3, and 51.6 bohr3, corresponding to pressures of about
110, 140, 160, and 190 GPa at 2500 K [56,57]—compared with
shock data and experimental data by Ohta et al. [11]. ρtot and
ρðno satÞ
tot are total resistivity considering and not considering

resistivity saturation effects, respectively. ρð2Þtot is the total resis-
tivity to which the e-ph contribution is calculated using the
KKR-CPA and the Kubo-Greenwood formula. The dotted lines
are their fits to the diamond anvil cell (DAC) data.

FIG. 4. Resistivity versus temperature of hcp Fe at Earth’s inner
core density. ρtot and ρðno satÞ

tot are our calculated total resistivity
considering and not considering resistivity saturation effects,
respectively. The crosses are results using the KKR-CPA, which
naturally includes saturation effects. The open triangle is FPMD
results [58], where there is no e-e contribution, at a little higher
density. The navy squares are extrapolations to this density using
the systematics of Stacey and Anderson [59] based on the melting
curve (which has no fundamental justification). The dark dia-
mond is an interpolation to this density and an extrapolation to the
6658 K temperature of previous shock compression results
[9,55]. The green line is from Ref. [11] and is the extrapolation
of their experimental data.

FIG. 2. Resistivity along the Hugoniot from shock data. × are
from Ref. [9], andþ are from Ref. [55]. ρtot ¼ ρe-ph þ ρe-e, where
ρe-ph considers resistivity saturation effects using Eq. (1), and ρe-e
is electrical resistivity due to the electron-electron scattering.

ρðno satÞ
tot ¼ ρB þ ρe-e, where ρB is from Boltzmann theory and

does not consider resistivity saturation. The purple line is the
linear fit of the shock compression data. The blue lines are the
95% mean confidence interval.
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We compared our calculated thermal conductivity of hcp
Fe at conditions close to CMB ones with experimental data
[13] and find that the agreement is good at 2000 K, but
becomes poor above 2400 K (Fig. 5).
We calculate thermal conductivity at inner core density

and obtain the theoretical electronic part of the thermal
conductivity of pure solid iron, about 147 Wm−1 K−1, at
inner core conditions (Fig. 6). The agreement with the
extrapolation model at 330 GPa based on the experimental
data at 112 GPa [13] is quite poor. Except for possible errors
in the measurements, and various assumptions made in our
calculations, a possible reason for the disagreement may be
that their extrapolationmethod is not accurate, since only the
variation of thermal conductivity as a function of pressure
and temperature due to e-ph scattering is considered.
Using previous estimates of thermal conductivity, i.e.

with the theoretical thermal conductivity of liquid Fe-Si or
Fe-O alloy (pure liquid Fe) at CMB conditions, of about
100ð140Þ Wm−1K−1, the heat loss from the core to the
mantle by conduction is estimated to be 15 TW [6]. The
total heat from the core is estimated to 8–16 TW [61,62] so
that the conventional thermal convection geodynamo
model would probably fail. At CMB conditions, we find
κ ≈ 97 Wm−1K−1 for pure solid hcp Fe (Fig. 5). Earth’s
outer core contains light elements of the order of 20%, and
light elements will probably decrease the e-ph scattering
contribution to thermal conductivity by 10%–30% [5,6,10].
In addition, melting will decrease the density and may
further lead to an ≈10% reduction of both the e-ph
contribution [60] and the e-e contribution. The thermal
conductivity would accordingly be about 77 Wm−1K−1.
The corresponding heat conduction down the core adiabat
will be about 9–12 TW, depending on the choice of core
parameters, e.g., specific heat capacity, CMB temperature,
etc., [2,3,6].

Another candidate phase of solid Fe alloy at Earth’s core
conditions is bcc [63,64], which is dynamically unstable, so
we cannot fully apply DFPT to compute transport proper-
ties; for completeness we estimate the e-ph scattering
contribution of bcc Fe neglecting the unstable modes
and calculate the e-e scattering contribution using
DFTþDMFT. We find that the total resistivity of bcc Fe
is different from that of hcp Fe by several percent. All of the
above results are for solid iron, but experiments on many
materials show that melting typically increases resistivity
by 5%–10%.We computed the effects of melting on iron by
applying DFTþDMFT to snapshots of liquid Fe from first-
principles molecular dynamics [18] and find that scattering
rates due to e-e scattering around the chemical potential are
about 20%–40% larger than those of solid Fe at similar
conditions, and that the thermal conductivity of liquid iron
at Earth’s core conditions is reduced by about 10% from
solid iron. A full discussion of results for liquid iron and its
alloys will be discussed in another work, as it is a separate
ongoing study.
Our final estimates for the thermal conductivity for pure

solid hcp iron at Earth’s inner core conditions is κ ¼ 147
and 97 WmK at the core-mantle boundary temperature
and pressure, and 77� 10 for liquid iron alloy in the outer

FIG. 5. Our calculated thermal conductivity of hcp Fe at fixed
atomic volumes—57.9, 54.9, 53.3, and 51.6 bohr3, correspond-
ing to pressures about 110, 140, 160, and 190 GPa at 2500 K
[56,57]—compared with experimental data [13]. κtot is the total
thermal conductivity and is equal to κtot ¼ ½κ−1e-ph þ κ−1e-e�−1.

FIG. 6. Calculated thermal conductivity of solid hcp Fe at
Earth’s core density, 13.04 g cm−3, or atomic volume 47.8 bohr3.
At 6000 K, the corresponding pressure is about 305 GPa. κtot is
our calculated total thermal conductivity using the DFPT and
DMFT. The black line is the extrapolation model at 330 GPa
based on the experimental data at 112 GPa [13]. A uncertainty
envelope of the model (gray) is given according to our estimate
that their experimental data at 2000 K and the extrapolation to
pressure 330 GPa may both have errors of 10%–30% and the
thermal conductivity may decrease slower than T−0.5, as assumed
in their model. The green open triangles are the theoretical values
of thermal conductivity at 329 GPa due to only e-ph scattering
using FPMD [60], which includes saturation effects consistent
with system size and k-point sampling. The dark cyan open
triangle and blue open stars are the theoretical thermal conduc-
tivity of liquid Fe due to only e-ph scattering using FPMD [5,6].
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core. This is consistent with a thermally convection
driven dynamo throughout Earth history, which requires
κ ¼ 100 WmK for a CMB heat flow of about 15 TW and
temperature TCMB ¼ 4000 K [65].
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