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Accurate measurement of the thermal temperature in inertially confined fusion plasmas is essential for
characterizing ignition performance and validating the basic physics understanding of the stagnation
conditions. We present experimental results from cryogenic deuterium-tritium implosions on the National
Ignition Facility using a differential filter spectrometer designed to measure the thermal electron
temperature from x-ray continuum emission from the stagnated plasma. Furthermore, electron temperature
measurements, used in conjunction with the Doppler-broadened DT neutron spectra, allow one to infer the
partition of energy in the hot spot between internal energy and unconverted kinetic energy.
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Inertial confinement fusion (ICF) experiments at the
National Ignition Facility (NIF) seek to implode a spherical
capsule made of cryogenic deuterium-tritium (DT) ice
surrounding gaseous DT [1–5], producing a controlled
thermonuclear burn of the DT fuel. Primary measurables
which characterize the performance of these ICF reactions
include the total fuel areal density (ρR) and the ion temper-
ature (Ti) of the central DT “hot spot.” Together, these
quantities can be used to form a modified Lawson criterion
[6] of the form ðρRÞ0.8no-αT2

no-α > 1 derived in Ref. [7], where
the ρR term is normalized to 1 g=cm2 and the hot-spot
temperature is normalized to 4.3 keV. The high-foot cam-
paign on the NIF produced the first implosions to achieve
significant levels of alpha-particle self-heating, but, as
reported by Hurricane et al. [8], a major anomaly of these
experiments was the inference of DT ion temperatures
exceeding 5.5 keV, values far higher than expected from
the theory or simulation. Additionally, measured ion temper-
atures from DT reactions and deuterium-deuterium (DD)
reactions reported temperature differences (>1 keV) incon-
sistent [9–11] and unphysical [8,12] with our current under-
standing of the individual reactivities.
Several hypotheses exist which could individually [12] or

collectively [9] explain this discrepancy and can be catego-
rized into two scenarios. The first involves hypotheses that
would explain why the temperature is, in fact, higher than
expected. The second involves hypotheses in which the
temperature is actually lower than what is being measured.
In the first scenario, having a reduced thermal conductivity
within the hot spot, e.g., would increase the necessary
temperature for a given neutron yield [12]. Or, kinetics
effects, such as shock-induced ion species separation within
the hot spot, would similarly increase the necessary temper-
ature for a given neutron yield [13]. For the second scenario,
one of the leadinghypotheses is fluid velocity flows artificially

enhancing the inferred temperature from neutron spectros-
copy diagnostics. Current ICF experiments measure the ion
temperature using neutron time-of-flight (NTOF) detectors,
which measure the velocity variance of the DT neutron
spectral peak produced within the imploded target that
subsequently reaches the detector. Implicitly coupled with
a velocity-variance measurement using this time-of-flight
spectroscopy are “bulk” fluid velocities, indistinguishable
from velocities due to internal energy. More specifically,
the kinetic energy of a neutron produced from a DT reaction
will contain information about the center-of-mass (c.m.)
velocity of the deuterium and tritium reactants regardless of
the form and origin of the particular reactant’s velocity in the
fusing plasma. This nonthermal velocity component has been
previously [9–11] referred to as residual kinetic energy (RKE),
which can arise from low-mode asymmetries in the implosion,
resulting in an incomplete conversion of fuel kinetic energy to
internal energy during stagnation. A measurement of the true
thermal temperature of the hot spot is then critical for differ-
entiating between these competing hypotheses and for provid-
ing a better understanding of the stagnation conditions,
degradation mechanisms, and proximity to ignition.
In this Letter, we present the first thermal temperature

measurements of the hot spot in a series of cryogenic
DT implosions on the NIF based on the observed x-ray
bremsstrahlung emission spectrum which are sufficiently
accurate to distinguish from current neutron-weighted ion
temperature measurements. The x-ray spectrum depends on
the internal energy of the hot spot electrons, or temperature,
and is not influenced by residual velocity flowwithin the hot
spot.We show that the x-ray inferred electron temperature is
closely related to, and can be used to infer, the neutron-
averaged thermal ion temperature. This, in turn, enables us
to isolate the residual flow velocity term in the NTOF
velocity variance measurement.
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X-ray continuum measurements were made with a new
diagnostic, the titanium differential filter spectrometer
(TiDFS), as shown in Fig. 1. Here, bremsstrahlung emission
(per unit volume and time) is produced within the hot spot,
parametrized with a characteristic temperature (Te) and shell
optical depth τ, according to the following equation:

χðν; TeÞ ¼ 4π
ρ2DTA

2
ν

Ā2

e−hν=Tee−τν

ðhνÞ0.39T0.15
e

: ð1Þ

This x-ray emission then escapes the hot spot and is
attenuated by the fuel and remaining ablator, parametrized
here using an hν3 scaling of x-ray attenuation for an optical
depth τ, evaluated at a photon energy of 10.85 keV. This
results in a systemwith two degrees of freedom,which can be
explicitly characterized using three filter thicknesses. As can
be seen in Fig. 1, titanium filters were chosen with thick-
nesses of 270, 550, and 920 μm. When the hot-spot x rays
pass through the filters, the distribution of photons trans-
mitting through each ismodified,with thicker filters having a
higher mean photon energy than thinner filters. The normal-
ized sensitivities for each filter can be seen in Fig. 1 plotted
alongwith a bremsstrahlung emission spectrum from a 5 keV
hot spot without shell attenuation (dashed line) and with a
fuel-ablator optical depth of τð@10.85 keVÞ ¼ 0.5 (solid
line). The x rays passing through each filter are then
deposited onto spectrally calibrated image plate (IP) film
[14,15]. With these three different photon distributions
recorded by the IP, the original distribution of x rays escaping
the fuel shell can be uniquely determined within the
measurement accuracy of the diagnostic. In order to

minimize measurement uncertainty, the TiDFS utilizes a
series of design choices which optimize measurement
precision andminimizemodel dependency and can be found
in more detail in Ref. [16]. Briefly, collimators have been
used in place of pinholes, 140 μm in diameter, larger than the
∼60 μm hot-spot diameter improving the statistical error of
the data while allowing for thicker filtration for a given
minimum required spectral fluence.
Primary sources of measurement uncertainty come from

signal to noise, filter thickness uncertainty, IP spectral
sensitivity, and optical depth uncertainties. These meas-
urement uncertainties are evaluated using a Monte Carlo
approach applied to each source of error from experimental
data allowing for correct error propagation using nontrivial
error probability distribution functions. The results of this
characterization can be seen in Fig. 1(c), represented as
normal fits to histograms of the variance in the inferred
electron temperature, where each source of error has been
iteratively added to the total error beginning with the filter
thickness error errðFÞ ∼�30 eV, followed by a quadrature
sum of the filter and optical depth error errðF þOÞ∼
�90 eV, and then a quadrature sum including the IP error
errðF þOþ IÞ ∼�190 eV, and, finally, the x-ray signal
error errðF þOþ I þ SÞ ∼�240 eV, with a best-fit tem-
perature for this particular experiment of 4.6 keV. This error
analysis has also been carried out for a series of cryogenic
DT experiments showing error bars in a range of 5%–12%.
The analysis in Fig. 1(c) is from a recent “repeat” of a
previous high-foot, high-gas fill cryogenic DT implosion
on the NIF where ion temperatures were consistently higher
than model-predicted neutron yield scaling with the ion
temperature [8]. The electron temperature for this particular

FIG. 1. Titanium differential filter spectrometer diagnostic layout. (Left) Bremsstrahlung x-ray emission from the hot spot at a
characteristic temperature, leaves the hot spot (dotted black line) and is attenuated by the fuel shell and remaining ablator (solid black
line). It then passes through the differential filters of 270, 550, and 920 μm, with each filter allowing a different mean x-ray energy to
pass through as shown by the normalized sensitivity. (Middle) The x-ray signal from each filter is then deposited onto IP film. The IP
signal from each filter is then used to reconstruct the x-ray emission spectra escaping the hot spot and passing through the fuel shell and
ablator. (Right) Monte Carlo analysis of a particular cryogenic experiment on the NIF using uncertainties associated with filter thickness
errðFÞ, optical depth errðOÞ, IP spectral response errðIÞ, and signal error errðSÞ are sequentially added in quadrature and used to create a
distribution of best-fit inferred x-ray electron temperatures.
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experiment is plotted in Fig. 2 alongwithDT ion temperature
measurements from five NTOF detectors. In this compari-
son, the electron temperature is systematically lower than
all fiveDT ion temperaturemeasurements. It is important to
appreciate, however, that these are two measurements of
two different physical quantities and might not necessarily
agree. The two temperatures may differ for two reasons,
regardless of residual velocity flows: first, species temper-
ature differences between electrons and ions not in equi-
librium and, second, measurement weighting differences,
because the two measurements are integrated over a
plasma temperature distribution with spatial and temporal
variation and have implicit differences in their temperature
sensitivities. The first of these could be present due to
the fact that early in the implosion, shocks preferentially
heat the ions, while later in the implosion, alpha particles
preferentially heat the electrons. The electron-ion
equilibration rate will determine the extent to which these
two species are driven into thermal equilibrium with
each other.
Temperature weighting differences can be understood

by examining the scaling differences of each measurement
within a nominally assembled hot spot. For DT reactions,
the neutron production rate, within the temperature range
of NIF DT implosions, scales with T4.7

i from Ref. [6],
whereas the x-ray emissivity scales as e−E=Te and therefore
depends on the particular photon energies being detected,
with higher photon energies preferentially weighting
towards hotter temperatures within the hot spot. In the
case of a perfectly isothermal hot spot, the two measure-
ments would be identical. One can estimate the relationship
between a neutron-weighted (TNW) and emissivity-weighted
(TEW) temperature measurement, assuming thermal

equilibrium of species (Te ¼ Ti), using a simple isobaric
model of the hot spot, with a radial temperature profile given
by [6]

THSðrÞ ¼ THS
0

½1 − ð r
R0
Þ2�2=5

½1 − 0.15ð r
R0
Þ2� ; ð2Þ

where THS
0 and R0 are the peak temperature and maximum

radius of the hot spot, respectively. The neutron-weighted
temperature can be calculated using the following equation
for the DT neutron yield (per unit volume and time) as a
function of the temperature:

YDTðrÞ ¼ fDfT
A2
ν

Ā2
ρ2DThσDTvðTiÞi: ð3Þ

The average neutron-weighted temperature TNW
i for a given

peak hot-spot temperature is then

TNW
i ðTHS

0 Þ ¼
R R0

0 YDTðrÞTHSðrÞ4πr2dr
R R0

0 YDTðrÞ4πr2dr
: ð4Þ

To solve for an emissivity-weighted hot-spot temperature,
we use Eq. (1), integrated over the hot spot:

χHSðν; THS
0 Þ ¼ 1

ð4=3ÞπR3
0

Z
R0

0

ρ2ðrÞe−hν=THSðrÞ

½hν�0.39½THSðrÞ�0.15 4πr
2dr:

ð5Þ

This multitemperature hot-spot emissivity function can then
be used to infer a single, emissivity-weighted temperature by
taking its derivative. But, this inferred “single” temperature
will change depending on what photon energies it is being
evaluated at. We therefore evaluate the derivative of Eq. (5)
at the mean sensitivity of the TiDFS (hν ¼ 20 keV) as
follows:

∂χHSðν; THS
0 Þ

∂ν
�
�
�
�
ν¼20 keV

¼ ∂χðν; TEW
e Þ

∂ν
�
�
�
�
ν¼20 keV

: ð6Þ

Equations (4) and (6), both being functions of only the peak
hot-spot temperature, can be combined to form a scaling
between a neutron-weighted and emissivity-weighted hot-
spot temperature. This relationship has been calculated
numerically for a range of relevant hot-spot temperatures
and can be seen in Fig. 3(a) in blue, showing relatively
higher emissivity-weighted temperatures at lower peak
temperatures and higher neutron-weighted temperatures as
the peak temperature is increased.
2D capsule simulations [17] were performed to examine

the effects of more realistic implosion conditions including
spatial asymmetries, time-dependent effects, and separate
electron and ion temperatures. This simulation data set was

FIG. 2. Ion and electron temperature measurements from a
recent cryogenic DT implosion on NIF. The bottom axis shows
the polar viewing angle for each diagnostic. All five NTOF
diagnostics infer a higher hot-spot temperature compared to the x-
ray electron temperature measurement by as much as 900 eV,
similar to previous speculation of the temperature overprediction.

PHYSICAL REVIEW LETTERS 121, 085001 (2018)

085001-3



created using the Trinity Supercomputer at Los Alamos
National Laboratory. Tens of thousands of 2D HYDRA
capsule simulations were run covering a nine-dimensional
parameter space including drive amplitude variations of
�25% and drive asymmetry variations including Legendre
modes 1, 2, and 4 with respective variations of �2%,
�10%, and �5%. The simulations were based on a high-
density carbon ablator design [18–21]. In particular, these
2D simulations spanned hot-spot peak temperatures from
∼3 to 9 keV, fuel areal densities from ∼0.01 to 4 g=cm2,
hot-spot masses from 1 to 50 μg, and confinement times
from ∼70 to 130 ps.
With each simulation, the x-ray emission is extracted

and used to infer a time-integrated electron temperature
identically to the experimental data, while the time-
integrated, neutron-weighted electron and ion temper-
atures from this data set are “born” values, unperturbed
by potential down-scattering from the shell and bulk
velocity motion. These three quantities are plotted against
one another in Figs. 3(a)–3(c). In Fig. 3(a), the emissivity-
weighted and neutron-weighted electron temperatures are
plotted. With identical species, this relationship is struc-
turally identical to the analytical relationship derived
in Eqs. (4) and (6). As can be seen in Fig. 3(a), the
polynomial fit to the simulation data set (red) matches the
analytical model (blue), implying that a static isobaric
model is a good approximation to full 2D implosions over
a large range of implosion conditions. Plotted in Fig. 3(b)
are neutron-weighted electron and ion temperatures
which show good agreement to one another to within
4%. More specifically, at temperatures below 4 keV,
where α-particle heating is minimal, the ion temperature
is slightly higher, implying that shock heating is

contributing, percentagewise, more to the ions than
electrons. As the temperature increases above 6 keV,
the electron temperature begins to surpass the ion temper-
ature due to preferential α-particle heating of electrons. In
Fig. 3(c), the neutron-weighted ion temperature and
emissivity-weighted electron temperature are plotted.
Electron and ion temperatures are in good agreement within
temperatures of interest to ICF (4–5 keV) and implicitly
incorporate electron-ion temperature differences resulting
fromheatingmechanisms such as shockheating andα-particle
heating. The variance in ion and electron temperatures from
this simulation data set, which includes severely perturbed
drive asymmetries, is less than �3%.
Rather than directly comparing experimental ion temper-

ature and x-ray electron temperature measurements, the fit
to the simulated electron-ion temperature relationship can
be used as a zero-RKE contour to more accurately under-
stand temperature differences between the two measure-
ments. This can be seen in Fig. 4, showing the measured ion
and electron temperatures for a series of recent cryogenic
DT implosion on the NIF, plotted with the zero-RKE
contour fit from the simulation data set. In particular,
the previously mentioned, high-hohlraum gas fill experi-
ment can be seen in green, showing a systematic over-
prediction in the ion temperature of ∼800 eV, consistent
with previous estimations [8] of the anomalously high DT
ion temperature.
Using the measured difference in temperatures between

the NTOF and TiDFS convolved with the simulated Te=Ti
scaling function, one can estimate the magnitude of burn-
averaged residual kinetic energy, not converted to internal
energy within the hot spot, for each implosion according to
the following equations from Ref. [10]:

FIG. 3. Comparison of emissivity-weighted electron temperature, neutron-weighted electron temperature, and neutron-weighted ion
temperature from simulation. (a) Neutron-weighted electron temperature plotted against emissivity-weighted electron temperature
showing weighting differences of measurements. Red and blue lines correspond to fit to simulation database and analytic solution
Eqs. (4) and (6). (b) Neutron-weighted ion temperature plotted against neutron-weighted electron temperature showing species
temperature differences. (c) Neutron-weighted ion temperature plotted against emissivity-weighted electron temperature which is used
to compare TiDFS measurements to NTOF measurements and extract RKE.
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σ2ν ¼
TNW
NTOF − TNW

i

mn þmα
¼ ΔTHS

mn þmα
; ð7Þ

ERKE ¼ 3

2

MHS

mn þmα
ΔTHS; ð8Þ

ET ¼ 3
MHS

mn þmα
THS; ð9Þ

where ERKE and ET are the hot-spot residual kinetic energy
and internal energy, respectively. MHS is the hot-spot
mass, roughly estimated from the measured neutron yield,
hot-spot volume, and burn duration [1]. In the case of the
high gas fill hohlraum, with a temperature difference of
800� 260 eV, and hot-spot mass MHS ¼ 15� 5 μg, we
calculate a residual kinetic energy of 350� 150 J, or
∼9% of the estimated internal energy within the hot spot.
For the low gas fill hohlraum experiments, we calculate a
mean temperature difference of 130 eV, corresponding to
a residual kinetic energy of 50� 25 J, or ∼1% of the hot-
spot internal energy.
In summary, we have developed an electron temperature

diagnostic on the NIF using titanium differential filters. This
TiDFS measures temperature-dependent x rays produced
within the hot spot with sufficient accuracy to use, in parallel
and compared with, NTOF ion temperature measurements.
Using the Trinity simulation database, we have developed a
relationship between emissivity-weighted electron temper-
atures and neutron-weighted ion temperatures. In the specific
case of high-foot repeat experiments, which used high

hohlraum gas fill, we see NTOF ion temperature measure-
ments overpredicting the thermal temperature measurement,
consistent with the presence of residual velocity flows
broadening the neutron spectral measurements. In a more
recent cryogenic implosion, which used a low hohlraum gas
fill pressure, we see much smaller temperature differences,
indicating more efficient conversion of shell kinetic energy
to internal energy.
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