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We investigate the shape of a growing interface in the presence of an impenetrable moving membrane.
The two distinct geometrical arrangements of the interface and membrane, obtained by placing the
membrane behind or ahead of the interface, are not symmetrically related. On the basis of numerical results
and an exact calculation, we argue that these two arrangements represent two distinct universality classes
for interfacial growth: while the well-established Kardar-Parisi-Zhang (KPZ) growth is obtained in the
“ahead” arrangement, we find an arrested KPZ growth with a smaller roughness exponent in the “behind”
arrangement. This suggests that the surface properties of growing cell membranes and expanding bacterial
colonies, for example, are fundamentally distinct.
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Introduction.—Models of growing interfaces have been
pivotal in developing a theoretical understanding of non-
equilibrium statistical physics [1–4]. In particular, they
have revealed that concepts of scaling and universality can
apply beyond equilibrium critical phenomena to systems
driven out of equilibrium. An important, robust universality
class of growing interfaces is described by the Kardar-
Parisi-Zhang (KPZ) equation, which reads

∂h
∂t ¼ D∇2hþ λð∇hÞ2 þ ξ; ð1Þ

where hðx; tÞ is the height of an interface above a substrate
and ξðx; tÞ is a Gaussian white noise [5]. It is well
established that the width, W, of a growing interface
exhibits a dynamical scaling form [6]

W ∼ Lαfðt=LzÞ; ð2Þ

where the roughness exponent α and dynamical exponent z
are determined by the universality class of the interface
(α ¼ 1

2
and z ¼ 3

2
for the KPZ equation in one dimension

[1,2,5]). Furthermore, universality also applies to higher
moments of the height distribution [7].
More recently, major progress has been made in showing

that the long time distribution of the height follows that
of the largest eigenvalue of a random matrix drawn from
an ensemble that depends on the geometry of the interface
[8–10]. Remarkably, these different subuniversality classes
have been observed experimentally [11,12]. Very recently,
exact results for random initial conditions have been
obtained [13,14], as well as large deviations for the tails
of the height distribution [15,16].

In this work we consider how the shape of a growing
interface is affected by an impenetrable flat membrane
whose vertical position fluctuates (see Fig. 1). As we note
below, different physical situations correspond to two
distinct arrangements: one in which the membrane is ahead
of the growing interface, and one in which it is behind. We
refer to these as arrangements A and B, respectively. Since
the KPZ equation is not invariant under height reversal
(h → −h), the two arrangements need not belong to the
same universality class. On the basis of numerical results,
an exact solution along a special line, and crossover scaling
analyses, we argue that this system has a rich phase
diagram comprising two distinct phases where the interface
is rough and bound to the membrane (in addition to an
unbound and a smooth, bound phase). Specifically, rough

(a) (b)

FIG. 1. Upper panel: Membrane-interface model and mapping
to an exclusion process. Lower left: Arrangement A, actin
network with leading interface interacting with a cell membrane.
Lower right: Arrangement B, bacterial colony growth of live cells
at an interface with a dead layer following behind.
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interfaces in arrangement A are described by the usual KPZ
scaling exponents, while those in arrangement B have
distinct exponents α ¼ 1

3
and z ¼ 1. We further argue that

the latter behavior arises from dynamical arrest of the
growing interface and therewith a generic mechanism for
non-KPZ scaling.
Such deviations from KPZ behavior are of interest

because the KPZ universality class is highly robust, due
to the nonlinearity ð∇hÞ2 being the only relevant contri-
bution to the dynamics of growing interfaces with local
interactions at large length- and timescales for d ≤ 2
[17,18]. Known exceptions tend to occur in rather special
cases [19–24]; e.g., when parameters are tuned to generate
a leading nonlinearity at higher order or when the noise is
colored.
Model definition.—We now define the membrane-

interface model that we study (see Fig. 1). The interface
is of restricted solid-on-solid type [25,26] and consists of L
upward or downward horizontal steps with periodic boun-
dary conditions. We exploit a mapping to a system of
particles with hard-core interactions, where an occupied
site, τi ¼ 1, represents a down step of the interface (reading
from left to right) and an empty site, τi ¼ 0, represents an
up step. On average once per unit time, each of the L=2
particles attempts to hop to a neighboring site (with the
move rejected if the target site is occupied). Once a particle
is chosen, it hops to the right with probability p (which
corresponds to a valley in the interface rising by two lattice
sites) and to the left with probability 1 − p. Free of a
constraining membrane, the stationary state is one in which
all particle configurations are equally likely [18,25]; the
interface then has the shape of a randomwalk, and its center
of mass moves upwards with velocity vfI ¼ p − 1

2
.

The dynamics of the free interface is modified by the
presence of the membrane, a flat horizontal wall that
is positioned above the interface (see Fig. 1). Once per
unit time, the membrane attempts to move by one lattice
site: upwards with probability u, and downwards with
probability 1 − u. Thus, in the absence of the interface,
the membrane moves upwards with velocity vfM ¼ 2u − 1.
The interaction between the interface and membrane is
modeled as follows: Anymove, of either the interface or the
membrane, that would cause them to overlap is forbidden.
This occurs when there are points of contact between the
membrane and interface. Note that the “ahead” (A) and
“behind” (B) arrangements are both included in the model
definition: (A) When p > 1

2
, the interface’s growth is

directed towards the membrane; i.e., any contacts with
the membrane occur at interfacial peaks. (B) When p < 1

2
,

the situation is reversed, and contacts lie at interfacial
troughs. Since the height distribution functions of the free
interface are asymmetric about the mean position [8–10],
the effect of the membrane may be different in the two
arrangements.

Arrangements A and B are also motivated by biophysical
considerations. In cell growth, fluctuations of the cell
membrane can allow a lamellipodium (a sheet of material
packed with growing actin filaments) to expand into the
space behind it [27,28]. At the same time, the membrane
inhibits the lamellipodium, and the system can be modeled
by arrangement A (see Fig. 1, lower-left panel). By contrast,
some bacterial colonies advance through the division
of living cells on the interface between the colony
and its surroundings [29]. The consumption of nutrients
by bacteria in the surface layer starve bacteria behind them:
the boundary between the living and dead bacteria then
forms amembrane behind the interface, as in arrangementB
(Fig. 1, lower-right panel [30]). More generally, the motion
induced by growth behind a pointlike fluctuating barrier has
been modeled as a Brownian ratchet [31]; the model we
introduce here thus realizes a spatially extended ratchet.
Phase diagram.—We establish the behavior for different

values of p and u by direct Monte Carlo simulation. We
define the separation yi ≥ 0 as the distance between the
interface and membrane at lattice point i, and use an initial
condition in which the interface lies flat against the
membrane (i.e., yi is alternately 0 and 1). In characterizing
the interfacial properties, it is important to distinguish
between spatial averages, such as the center-of-mass
separation ȳ ¼ ð1=LÞPL

i¼1 yi, and averages over the
dynamical ensemble, which we denote with angle brackets.
Then, ȳ is a random variable, and the widthW is defined by

W ¼ h½ðy − ȳÞ2�12i. We also consider the number of contacts
between the membrane and interface, C ¼ Lhδy;0i.
We summarize our findings from the simulations in

the form of a phase diagram comprising four phases,
Fig. 2. When vfM ¼ 2u − 1 > vfI ¼ p − 1

2
, a free membrane

FIG. 2. Semiquantitative phase diagram in u − p plane. RA and
RB denote two rough phases, found in arrangements A and B,
respectively, and in which the roughness exponents are α ¼ 1

2
and

α ¼ 1
3
, respectively. The dotted line indicates the finite-size offset

of the transition line between RA and RB; the dashed line
indicates the offset of the rough-smooth transition from the upper
bound p2 ¼ uþ 1

2
.
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and interface recede from each other. Thus, for p < p1 ¼
ð4u − 1Þ=2 we expect an unbound phase where ȳ increases
indefinitely, C ∼ 0, and the interface has KPZ scaling.
Meanwhile, the membrane cannot move faster than
vM ¼ u, even when pushed by the interface. Therefore,
if vfI ¼ p − 1

2
> u, we expect for p > p2 ¼ ð2uþ 1Þ=2 a

smooth phase where C ∼OðLÞ and W ∼Oð1Þ. Simulation
data (see Supplemental Material [32]) are consistent with
these expectations and suggest that the boundary between
the rough and smooth phase lies slightly below p2, as
indicated in Fig. 2.
Of greatest interest are the two rough phases that lie

between p1 and p2, with a transition between them near
p ¼ 1

2
. From the upper panel in Fig. 3 we find that for p < 1

2

(arrangement B), the interface width scales as Lα with an
exponent α ¼ 1

3
, smaller than the usual KPZ exponent of

α ¼ 1
2
. By contrast, for p > 1

2
(arrangement A), α ¼ 1

2
is

obtained [32]. In both rough phases the contact count is
C ∼Oð1Þ; i.e., the interface touches the membrane only
a few times, with long excursions in between. In the
following, we exclude the possibility that the non-KPZ
exponent is a finite-size effect (as is sometimes the case
[33]) on the basis that an exact calculation, a crossover
scaling analysis, and a dynamical scaling collapse all
consistently point to α ¼ 1

3
. These analyses also suggest

that in the limit L → ∞ the transition between the two
rough phases occurs exactly at p ¼ 1

2
, where the switch

between arrangements A and B takes place. We thus
designate these phases as RA and RB, respectively.
Exact solution in the weakly asymmetric limit.—We now

show that the stationary state of the model is exactly
solvable along the line

p ¼ 1

2
þ cðuÞ

L
; ð3Þ

where particle hopping is weakly asymmetric (p → 1=2 as
L → ∞) and cðuÞ is chosen so that detailed balance is
satisfied. We first make a simple ansatz for the stationary
distribution, PðfyigÞ ∝

Q
iq

yi , where q is to be determined.
For detailed balance to hold for membrane movement,
we require uPðfyigÞ ¼ ð1 − uÞPðfyi þ 1gÞ, which yields
u=ð1 − uÞ ¼ qL. Likewise, for the interface move
yi → yi − 2, we require pqyi ¼ ð1 − pÞqyi−2, yielding
q2 ¼ ð1 − pÞ=p. Combining the two conditions gives

u ¼ ð1 − pÞL=2
pL=2 þ ð1 − pÞL=2 : ð4Þ

In the limitL → ∞, this corresponds to cðuÞ≃ 1
2
ln½ð1=uÞ−1�

and q ≃ 1–2ðcðuÞ=LÞ. Thus, asL → ∞, the exactly solvable
line approaches p ¼ 1

2
from above for all 0 ≤ u ≤ 1

2
. This

suggests that the dotted line between RA and RB in Fig. 2
is a finite-size effect.
To determine the stationary height distribution PðyÞ, we

introduce basis vectors fj0i; j1i;…g that span the space of
heights, and a transfer matrix defined by Tj0i ¼ j1i and
Tjyi ¼ qyðjy − 1i þ jyþ 1iÞ for y > 0. The expression

PðyÞ ¼ hyjTLjyi
trðTLÞ ≃

hyjϕihψ jyi
trðjϕihψ jÞ ð5Þ

builds in the constraint that the height changes by exactly
one unit along each bond on the lattice. Here we have used
the fact that, for large L, TL ≃ jϕiμLhψ j if μ is the largest
eigenvalue of T and jϕi and hψ j are the corresponding right
and left eigenvectors.
The eigenvalue equation Tjϕi ¼ μjϕi reads

qy½ð1 − δy;0Þhy − 1jϕi þ hyþ 1jϕi� ¼ μhyjϕi: ð6Þ

We now make a continuum approximation hyjϕi ¼ ϕðyÞ,
set q ¼ 1 − ðϵ=2Þ where ϵ ¼ 4cðuÞ=L, and expand to
leading nontrivial order for the case y > 0. We find

ð2 − μ − yϵÞϕðyÞ þ d2ϕ
dy2

¼ 0; ð7Þ

which, under a change of variable z ¼ ðμ − 2Þϵ−2
3 þ ϵ

1
3y and

ϕðyÞ → fðzÞ transforms to Airy’s equation

d2fðzÞ
dz2

− zfðzÞ ¼ 0: ð8Þ

The physical solution, which vanishes as z → ∞, is
fðzÞ ¼ AiðzÞ. The appearance of the combination ϵ

1
3y is

almost sufficient to establish that characteristic length scale
of the interface scales as ϵ−

1
3 ∼ L

1
3, but to confirm this

requires knowledge of how the eigenvalue μ behaves as
ϵ → 0. This we deduce from the boundary case y ¼ 0 in
Eq. (6), which becomes

FIG. 3. Dynamical scaling collapse. Upper panel: RB phase
(p ¼ 0.15, u ¼ 0.15), α ¼ 1

3
, β ¼ 1

3
, z ¼ 1 (arrested KPZ). Lower

panel: Transition line (p ¼ 0.5, u ¼ 0.35), α ¼ 1
3
, β ¼ 1

4
, z ¼ 4

3
(arrested EW).
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ðμ − 1Þϕð0Þ ¼ dϕ
dy

����
y¼0

; ð9Þ

or equivalently ðμ − 1Þfðz�Þ ¼ ϵ
1
3f0ðz�Þ, where z� ¼

ðμ − 2Þϵ−2
3. This equation is satisfied by z� ¼ z0 þ βϵ

1
3,

where z0 ¼ −2.3381… is the largest real root of the Airy
function. Substituting the resulting expression for μ back
into the boundary condition reveals that β ¼ 1þOðϵ13Þ.
Putting this together, we find

ϕðyÞ ¼ Aiððyþ βÞϵ13 − jz0jÞ ð10Þ

and a similar expression for the left eigenvector ψðyÞ.
Then, from (5) we finally obtain

PðyÞ ≃ ϵ
1
3
Ai2ððyþ βÞϵ13 − jz0jÞR

∞
z0

Ai2ðuÞdu ; ð11Þ

which readily implies that hyni ∼ ϵ−
n
3 ∼ L

n
3, as ϵ ∼ 1=L. In

particular, the width W ∼ L
1
3, confirming the roughness

exponent α in the vicinity of the line p ¼ 1
2
. In addition,

Pð0Þ ∼ ϵ, which is consistent with a mean number of
contacts that is independent of L: C ¼ LPð0Þ ¼ Oð1Þ.
Roughness exponent in the RB phase.—We now present

our main numerical evidence that the roughness exponent is
α ¼ 1

3
throughout the RB phase. First, we find that the Airy

function height distribution (11), with ϵ and β free
parameters, fits the numerically determined distribution
both near the exactly solvable line and deep in the RB phase
(see upper panels of Fig. 4).
Second, crossovers to known behavior are also consis-

tent with α ¼ 1
3
. At p ¼ 0, the interface only grows

downwards and cannot be affected by the membrane above
it. Thus, at p ¼ 0 the interface will exhibit the usual KPZ
scaling with a roughness exponent α ¼ 1

2
. However, for

p > 0 in the RB phase, we expect α ¼ 1
3
, and at finite L

there must be a crossover

W ∼ L
1
2gðpLγÞ; ð12Þ

where γ is a crossover exponent and gðxÞ is a scaling
function which tends to a constant for small x and has
asymptotic behavior gðxÞ ∼ xϕ for x ≫ 1. For α to go from
1
2
along p ¼ 0 to 1

3
within the RB phase, we require

ϕγ ¼ − 1
6
. The data collapse in Fig. 4 supports the scaling

(12) and is consistent with ϕ ¼ − 1
3
and γ ¼ 1

2
.

The system should also cross over to smooth phase
behavior for p > 1

2
at u ¼ 0. To study this, we introduce a

second crossover scaling function

W ∼ L
1
3k

�
jp −

1

2
jδL

�
ð13Þ

and find that for p > 1
2
there is a scaling collapse with

δ ¼ 1. If the RB roughness exponent is 1
3
, as claimed, we

expect kðxÞ ∼ x−
1
3 in this regime, which is confirmed by

Fig. 4. The scaling form (13) further implies a divergence of
the width W ∼ jp − 1

2
j−1

3 in the smooth phase as p↘ 1
2
,

similar to a nonequilibrium wetting transition [34–36].
Dynamical arrest.—Finally, we return to the time

dependence of the interfacial width, shown in Fig. 3,
which provides a physical picture of the origin of the
roughness exponent α ¼ 1

3
. Taking the scaling form (2),

we can attempt to collapse WðtÞ for different L by
choosing different combinations of α and z. The best
collapse is obtained when we assume that the early-time
growth, W ∼ tβ, is unaffected by the membrane, and that
the width saturates as Lα with α ¼ 1

3
. In the RB phase, the

initial growth should be in the KPZ class β ¼ 1
3
, which

implies z ¼ α=β ¼ 1. On the transition line p ¼ 1
2
, the

nonlinearity in (1) is absent, and an Edwards-Wilkinson
(EW) early-time growth β ¼ 1

4
is expected, implying

z ¼ 4
3
. The scaling collapse (Fig. 3) is consistent with

both expectations and suggests that the effect of the
membrane is to prematurely arrest the growth of the
interface. The fact that different exponents are obtained
for p ¼ 1

2
lends further credence to this being the true

transition line.
Conclusion.—In this Letter we have introduced a simple

model of an interface interacting with a membrane: the
presence of the membrane obstructs the growth of the
interface when they are in contact. We have determined a
phase diagram that contains an unexpected phase, RB, in

FIG. 4. Top: Fit of PðyÞ to Airy function solution (11) within
RB phase. Top left: L ¼ 1024, p ¼ 0.5, u ¼ 0.4 (near the exactly
solvable line). Top right: L ¼ 2048, p ¼ 0.25, u ¼ 0.25 (far from
the exactly solvable line). Bottom: Crossover scaling functions.
Bottom left: Scaling function (12) for width near p ¼ 0 at u ¼ 0
with α ¼ 1

2
and crossover exponent γ ¼ 0.6. Bottom right:

Scaling function (13) for width for p ≥ 1
2
at u ¼ 0 with α ¼ 1

3
and crossover exponent δ ¼ 1. In both lower panels, the dashed
line corresponds to x−1=3.
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which the membrane is weakly bound to the interface but
the roughness exponent of the interface is 1

3
rather than the

usual (for both KPZ and EW interfaces) value of 1
2
.

Evidence that this is the true asymptotic is provided by
an exact solution along a special line (3), where detailed
balance holds, and various scaling analyses.
It would be of great interest to observe the dynamical

arrest experimentally, e.g., in the context of growing
bacterial colonies that motivated arrangement B. Such
experimentally relevant interfaces would usually be two
dimensional (2D); however, we expect similar phenomena
to occur in 2D as for the one-dimensional case: preliminary
simulations [37] in 2D for p ¼ 1 indicate a transition from
a smooth to a rough phase, RA, with the same scaling (2)
for the width but with exponent values corresponding to 2D
KPZ α ≃ 0.4, β ≃ 0.2. Of further interest would be an
investigation of the 2D analogue of phase RB and asso-
ciated exponents; however, simulation times for the 2D
single-step model with p < 1 are known to become
prohibitive [26].
Many other open questions remain. A more complete

theory that explains why the dynamical arrest occurs only
in arrangement B, where the membrane follows the inter-
face from behind, is desirable. One possibility is that the
asymmetric form of the universal height distribution of the
growing KPZ interface [8–10] implies that the interaction
between interfacial peaks and troughs is fundamentally
different. Finally, it should be noted that experimental
interfaces such as those we invoke will naturally exhibit
hydrodynamic couplings mediated by any fluid medium.
Such couplings could generate effective long-range inter-
actions on the interface which, it is known, can change
scaling properties [17].
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