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We report the measurement of the third moment of current fluctuations in a short metallic wire at low
temperature. The data are deduced from the statistics of voltage fluctuations across the conductor using a
careful determination of environmental contributions. Our results at low bias agree very well with
theoretical predictions for coherent transport with no fitting parameter. By increasing the bias voltage we
explore the crossover from elastic to inelastic transport.
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Over the years the study of current fluctuations, and in
particular their variance (or second moment) hδI2i, has
given new insights into the properties of quasiparticles in
conductors. The study of the symmetry of the Kondo state
in carbon nanotubes [1] or the observation of heat quan-
tization [2] are recent examples of such measurements.
Despite this success there has been only a few attempts to
push deeper the study of current fluctuations in mesoscopic
conductors by tackling the measurement of higher order
moments such as the third one hδI3i, which reveals the
existence of non-Gaussian current fluctuations. Gaussian
fluctuations, being fully characterized by their variance,
contain minimal information about their cause. In contrast,
high order moments of electrical noise shed light on the
complexity of electronic transport mechanisms, like the
distribution of avalanche sizes [3,4]. As far as we know,
such measurements have been performed in tunnel junc-
tions [5–10], quantum dots [4,11–21], and avalanche
diodes [3], revealing physics hidden in the study of the
second moment such as the coupling with the environment
[5], the bidirectional aspect of electron transport [12,18],
the ordering of operators in a quantum measurement [9], or
the statistics of photon emission [10]. Higher order
moments of current fluctuations in even the simplest
system, an electrical wire, has never been probed exper-
imentally. This Letter reports such a measurement.
The variance of current fluctuations in a diffusive wire

has been calculated using many techniques [22–24], all
providing the same answer for the spectral density of
current fluctuations SI2 measured at temperature T with a
voltage bias V:

SI2 ¼
2

3

2kBT
R

þ 1

3

eV
R

coth
eV
2kBT

; ð1Þ

where R is the sample resistance, e the electron charge, and
kB the Boltzmann’s constant. This result indicates the
existence of shot noise with a Fano factor F2 ¼
e−1dSI2=dI ¼ 1=3 at large bias V ≫ kBT=e, which has

been confirmed experimentally [25]. The reduction of the
Fano factor as compared to that of a tunnel junction,
F2 ¼ 1, is interpreted in the quantum theory as stemming
from the existence of well transmitting channels and in the
semiclassical theory from the existence of a position-
dependent distribution function. The third moment of
current fluctuations has also been calculated by several
theories [24,26–30] which at low frequency all yield to the
same spectral density SI3 given by

SI3 ¼
1

15
e2I þ 12

5
kBT

dSI2
dV

: ð2Þ

This result differs from that of a tunnel junction SI3 ¼ e2I
on two main factors: first it depends on temperature; second
it has a much lower Fano factor at high voltage, F3 ¼
e−2dSI3=dI ¼ 1=15 instead of F3 ¼ 1 for the tunnel
junction. While this prediction comes in the quantum
regime again from the statistical distribution of trans-
missions, the semiclassical prediction involves a “cascade”
or feedback mechanism similar to that explaining environ-
mental contributions.
Equation (2) corresponds to a measurement performed

with a noiseless voltage bias and an ammeter, i.e., an
apparatus with an input impedance much lower than that of
the sample. This situation can be achieved with a high
impedance sample, but a typical metallic wire has a low
impedance and one has to consider the effects of both the
finite impedance of the environment, here a resistance RA
(the input impedance of the amplifier), and the current
noise experienced by the sample, here generated by the
amplifier used to detect current fluctuations and described
by a noise spectral density SA. These contributions to the
spectral density of the variance of voltage fluctuations
across the amplifier’s input resistance are simply given by

SV2 ¼ R2
DðSI2 þ SAÞ; ð3Þ

with RD ¼ RRA=ðRþ RAÞ. Here the environment only
renormalizes the noise generated by the sample and adds
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a contribution which does not depend on the temperature or
bias voltage. In contrast, environmental effects are much
more subtle on the third moment of voltage fluctuations.
They have been thoroughly studied both theoretically
[31,32] and experimentally [5,6] and obey

SV3 ¼ −R3
DSI3 þ 3R4

DðSA þ SI2Þ
dSI2
dV

: ð4Þ

As a consequence, a reliable way to characterize all the
environmental terms is required to extract the intrinsic third
moment of current fluctuations SI3 .
In the following we show the measurement of SI3 for a

short metallic wire placed at very low temperature. We
describe the experimental setup and the results for SV3, the
calibration of the environmental contributions using a
tunnel junction, and the results for SI3. We compare these
results with the theoretical prediction of Eq. (2) in the
elastic transport regime. We also report measurements
performed at high bias that explore the crossover to the
inelastic regime.
Experimental setup.—The sample is a 1 μm long, 10 nm

wide, 165 nm thick aluminum (Al) wire of resistance
Rw ¼ 30.5 Ω. Its contacts, also made of Al, are much larger
(400 × 400 μm) and thicker (200 nm) to make sure they
behave as good electron reservoirs [33]. An Al tunnel
junction of resistance Rj ¼ 34 Ω is used as a reference to
calibrate the setup. Both samples have been made by e-
beam lithography and the metal has been deposited by
double angle evaporation [34]. The experimental setup is
presented in Fig. 1. The samples are placed on the 7 mK
stage of a dilution refrigerator. They are kept in their
normal, nonsuperconducting state with the help of a strong
neodymium permanent magnet. The two samples are
connected to a cryogenic microwave switch which allows
us to measure either of them without changing anything in
the detection circuit. They are dc current biased through the
dc port of a bias tee and ac coupled to a cryogenic

microwave amplifier in the range 40 MHz–1 GHz. The
use of a cryogenic amplifier both optimizes the signal to
noise ratio and minimizes the noise experienced by the
sample which leads to environmental contributions. The
signal is further amplified at room temperature in order to
achieve a level high enough for digitization. Nonlinearities
in the detection are very detrimental since they lead to
strong artifacts. Despite the use of ultralinear amplifiers,
nonlinearities still give rise to a contribution which is an
even function of I in the sample. We simply remove this by
considering ½SV3ðIÞ − SV3ð−IÞ�=2. After amplification the
signal is digitized by a 14 bit, 400 MS=s digitizer with a
1 GHz analog bandwidth. We measure real-time histograms
of the signal from which moments are computed.
Results: elastic transport.—In the inset of Fig. 2 we

present the measurement of SV2 for the tunnel junction
(orange symbols) and the wire (purple). From the high
current slope of SV2 vs I for the tunnel junction we find the
gain of the setup. Then, we deduce the Fano factor of the
wire F2 ¼ 0.35� 0.02, in good agreement with the theo-
retical value of 1

3
in Eq. (1). This ensures that electron

transport is elastic in the sample, in agreement with other
measurements of similar wires [25,35]. From SV2 we also
deduce the electron temperature for the wire and for the
tunnel junction, as well as the noise temperature of the
amplifier Ta ≃ 7.5 K. Values of the temperature indicated
in the various figures correspond to electronic temperatures
deduced from the measurements of SV2 . Figure 2 presents
the measurement of SV3 vs I for the tunnel junction and the
wire at a temperature around 650 mK. We have performed
similar measurements down to an electron temperature of
130 mK, the lowest temperature we achieved for the wire.

FIG. 1. Schematics of the experimental setup. A/D represents a
14 bits, 400 MSample/s digitizer.

FIG. 2. Third moment of voltage fluctuations SV3 for the wire
(purple) and the tunnel junction (orange) vs I. Symbols are
experimental data; the solid line is a fit for the tunnel junction
using Eq. (4) with SI3 ¼ e2I, from which the environmental
parameters are deduced. Inset: The second moment of current
fluctuations SI2 vs I (the noise of the amplifier has been
subtracted for the sake of clarity).

PHYSICAL REVIEW LETTERS 121, 027702 (2018)

027702-2



The discrepancy between the electron and bath temperature
is typical of such samples well coupled to a broadband
microwave amplifier [36]. As a consequence of small Fano
factorsF2 andF3 the signal is muchweaker for thewire, but
the signal-to-noise ratio clearly allows for a reliable com-
parison with theory (each point is averaged for 20 min).
Following the procedure of Ref. [37], we use the measure-
ments performed at all temperatures on the tunnel junction to
extract the parameters that characterize the environment, i.e.,
the amplifier impedance RA ¼ 44.8 Ω and the effective
environmental noise temperature T�

0 ¼ 0.54 K. An example
of fit on the tunnel junction SV3 is provided as a solid line on
Fig. 2. From the knowledge of the environmental parameters
we can extract the intrinsic third moment of current
fluctuations in the wire using Eq. (4). The corresponding
results are plotted in Fig. 3. The theoretical predictions of
Eq. (2) are plotted as solid lines with no fitting parameters. A
clear agreement between experiment and theory is achieved
at all temperatures for the current range explored. At low
current (eV < kBT) we observe that all curvesmerge, which
corresponds to a Fano factor F3 ¼ 1=3 independent of
temperature (the fact that the Fano factor of SI3 at low
current is the same as that of SI2 at high current has been
predicted to come from the Pauli principle [24,29]). At high
current, we observe that SI3 grows linearly with current with
a slope F3 ¼ 1=15 that is temperature independent.
However, there is a constant shift which increases with
temperature. In this limit, both SI2 and SI3 increase linearly
with temperature, while for a tunnel junction none of
them do.
From elastic to inelastic transport.—Electronic trans-

port in short samples at very low energy (voltage and
temperature) is elastic. When energy is increased, inelastic

processes are more and more effective, starting with
electron-electron interactions which tend to thermalize
the electrons among themselves, followed by electron-
phonon interactions which tend to thermalize the electrons
to the phonon bath of the substrate. This manifests itself in
the variance of current fluctuations in a wire by the Fano
factor F2 going from 1=3 ≃ 0.33 in the elastic regime to
ffiffiffi

3
p

=4 ≃ 0.43 in the hot electron regime (strong electron-
electron, no electron-phonon interaction) and decaying to
zero as the electron-phonon interaction becomes effective
[38]. We show in Fig. 4(a) a lin-log plot of F2 for our wire
vs I. F2 is obtained by taking the numerical derivative of
SI2 vs I after smoothing of the experimental data. After a
sharp rise when eV < kBT, F2 has a short plateau at ∼0.35.
This corresponds to the elastic regime described by Eq. (1),
shown as solid lines in the figure. At higher bias, F2 slowly

FIG. 3. Intrinsic third moment of current fluctuations SI3 vs I
for the wire at different temperatures. Symbols are experimental
data, lines are the theoretical expectations of Eq. (2). Inset: SI3 for
the tunnel junction (orange) and the wire (purple) for higher
currents up to 0.3 mA at T ∼ 640 mK.

(a)

(b)

FIG. 4. (a) Fano factor of the second moment of current
fluctuation F2 ¼ e−1dSI2=dI for the wire vs I. (b) Fano factor
of the third moment of current fluctuations F3 ¼ e−2dSI3=dI for
the wire vs I. Different symbols correspond to different temper-
atures ranging from 130 mK to 660 mK. The black lines
correspond to the theoretical prediction in the elastic regime.
Dashed (dotted dashed) line corresponds to the current for which
Le-e ¼ L (Le-ph ¼ L).
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increases up to ∼0.37 at I ∼ 80 μA, followed by a decay
down to 0.28 at I ¼ 0.3 mA. We could not apply a stronger
current in the sample without taking the risk to damage it.
We do not observe a plateau at F2 ≃ 0.43 that would
correspond to inelastic scattering being dominated by
electron-electron interactions.
Inelastic processes should also affect the third moment of

current fluctuations. We show in Fig. 4(b) the Fano factor
F3 vs I, deduced from SI3 . The theoretical prediction of
Eq. (2) (elastic transport) corresponds to F3 going from 1=3
at eV < kBT to 1=15, as shown as a solid line in Fig. 4(b).
We clearly observe this transition in the experimental data,
even though we explore the regime eV < kBT deep enough
only at the highest temperature, where the plateau F3 ¼
1=3 is visible. F3 in the hot electron regime has been
predicted to be given by 8=π2 − 9=16 ≃ 0.25 while elec-
tron-phonon interaction is expected to lead to a vanishing
F3 at high enough energy. We indeed observe an increase of
F3 up to ∼0.14 at I ∼ 150 μA followed by a slow decrease
down to F3 ∼ 0.10 at I ¼ 0.3 mA.
The crossover between the different regimes should

occur when the length of the sample is of the order of
the corresponding inelastic length, Le-e for electron-
electron interaction or Le-ph for electron-phonon interac-
tion. Both decrease when the bias voltage or the electron
temperature is increased. Thus an increase of the current
flowing through the sample tends to decrease the inelastic
lengths. Two vertical lines in Fig. 4 represent L ¼ Le-e
(left) and L ¼ Le-ph (right) calculated using Eqs. (5) and (6)
of Ref. [39] and a mean temperature given by our Eq. (5),
see below. Hence, the left part of the plots corresponds to
the elastic regime (L > Le-e, Le-ph), the region between the
vertical lines correspond to the hot electron regime
(Le-e < L < Le-ph) and the right region to the phonon
cooled regime (L > Le-e, Le-ph). The intermediate region
where electron-electron interaction dominates is clearly
very narrow, which explains why we never observe the
expected values of the Fano factors calculated in the hot
electron regime. To our knowledge the crossover between
the elastic and electron-electron regimes has never been
theoretically studied. Deep in the electron-phonon regime,
the noise in a wire is understood as Johnson-Nyquist noise
of a sample at a uniform electronic temperature T deter-
mined by the balance between Joule heating and phonon
cooling, i.e.,

RI2 ¼ ΣΩðTn − Tn
phÞ; ð5Þ

where Tph is the phonon temperature, Σ the electron
phonon coupling constant, Ω the sample volume, and n
a number ranging from 4 to 6 depending on the sample
purity. Thus the noise spectral density SI2 ¼ 2kBT=R
increases with current with a decaying Fano factor F2 ∝
I2=n−1 at large current. However, SI3 in the electron-phonon
regime has been calculated to decrease to zero at high
current (or zero phonon temperature Tph ¼ 0) as [28,40]

SI3 ∝
k2BR

2=n−2

ðΣΩÞ2=n I4=n−1: ð6Þ

This result can be understood using the following simple
model, which gives the same result as a full calculation
using cascaded Boltzmann-Langevin equations with a
position-dependent distribution function for the electrons.
Let us consider the wire of length L ≫ Le-ph as many wires
connected in series. Each wire exhibits thermal noise with
zero third moment. However, for each wire, all the others
play the role of an electromagnetic environment that has
voltage-dependent noise, i.e., leads to environmental con-
tributions. This immediately leads to

SI3 ¼ 3SI2
dSI2
dI

; ð7Þ

which gives Eq. (6) for Johnson-Nyquist noise at a temper-
ature T given by Eq. (5). In contrast with SI2 , SI3 is
expected to exhibit a maximum in current, then a decay at
high current. We show in the inset of Fig. 3 our measure-
ments of SI3 vs I up to 0.3 mA. We observe that SI3 for the
tunnel junction is strictly linear up to the highest current, as
expected. The wire deviates from the linear behavior of
Eq. (2) and barely shows any sign of saturation [but F3

decays slightly for the highest current, see Fig. 4(b)]. For
this sample Σ and n have been measured [41] and we expect
to observe F3 ∝ I−6=5 at a current of I ≳ 0.5 mA, which we
did not reach.
It is noteworthy that taking n ¼ 4 in Eq. (5) leads to a

third moment of current fluctuations saturating at high
current, and not decaying. Such a value of n has been
observed in thin Au wires [42]. A saturation of SI3 would,
however, not violate the central limit theorem, neither when
considering a sample of arbitrary length or an arbitrary
large current since SI3=S

3=2
I2

∝ I−3=4L−1=2.
Conclusion.—We have measured the third moment of

current fluctuations in a wire, thus demonstrating that even
the simplest conductor exhibits non-Gaussian noise. Our
data at low voltage are in very good quantitative agreement
with the theory. In particular, we have found a Fano factor
F3 ¼ 1=15 characteristic of elastic transport in diffusive
conductors. At higher current we recorded a clear deviation
from the elastic regime, when inelastic scattering lengths
become of the order of the sample length. The third
moment of current fluctuations, whether intrinsic or envi-
ronmentally induced, has been shown to affect decoherence
in quantum dots [43] and should be taken into account to
explain observed coherence times.
Our experiment also demonstrates the possibility to

measure the third moment of current fluctuations with a
great bandwidth ∼1 GHz (and thus a great sensitivity) in
conductors of moderate resistance, while also getting rid of
environmental contributions thanks to a cryogenic calibra-
tion procedure. This opens the possibility to study many
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more systems where the statistics of electron transport is
more complex. For example, in the presence of proximity
effect where multiple Andreev reflections have been
predicted to lead to a diverging third moment [44,45], in
the vicinity of a phase transition [46] or in conductors
where electron-electron interactions are more prominent.
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