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We investigate the propagation of spin waves in two-component mixtures of one-dimensional Bose gases
interacting through repulsive contact potentials. By using quantum Monte Carlo methods we calculate static
ground-state properties, such as the spin susceptibility and the spin structure factor, as a functionof the coupling
strengths andwedetermine the critical parameters for phase separation. In homogeneousmixtures, results of the
velocity of spinwaves and of its softening close to the critical point of phase separation are obtainedbymeansof
hydrodynamic theory and a sum-rule approach. We quantify the nondissipative drag effect, resulting from the
Andreev-Bashkin current-current interaction between the two components of the gas, and we show that in the
regime of strong coupling it causes a significant suppression of the spin-wave velocity.
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The problem of dissipationless spin transport is a widely
studied topic in condensed matter physics with important
applications to electron-hole superfluidity, superfluid 3He,
and spintronic devices [1]. Ultracold gases, with the
possibility they offer to realize quantum degenerate mix-
tures, open new interesting perspectives for the investiga-
tion of spin dynamics. Spin diffusion in a strongly
interacting two-component Fermi gas has been observed
and characterized in a series of recent experiments [2–4],
whereas the existence of spin supercurrents in Bose
mixtures has been demonstrated both at very low temper-
atures [5–10] and in the presence of a large thermal
component [11]. In this respect one-dimensional (1D)
mixtures are particularly interesting for several reasons:
(i) the low-energy dynamics is universal and described by
the Luttinger liquid model [12]; (ii) spin and charge degrees
of freedom are expected to be completely decoupled at low
energy [13,14]; and, finally, (iii) regimes of strong inter-
actions can be achieved in long-lived samples [15–18].
The undamped propagation of spin waves is an impor-

tant signature of spin superfluidity and an unbiased
determination of the spin-sound velocity is a crucial
element to understand the dynamics of two-component
Bose mixtures at ultralow temperatures. Notably, for such
mixtures, the propagation of sound in the spin channel
depends not only on the static magnetic susceptibility, but
also on a purely dynamic quantity known as the Andreev-
Bashkin nondissipative drag [19]. This intriguing effect,
never observed so far, involves two coupled superfluids
and entails that a superflow in one component can induce
a supercurrent in the second component which is dragged
without energy dissipation. In its original form, the
Andreev-Bashkin effect was discussed in connection with
possible superfluid mixtures of 3He in 4He. However, due to

the limited solubility of the two isotopes [20], such super-
fluid mixtures have never been realized. In the context of
ultracold atoms the Andreev-Bashkin effect was studied in
the continuum using a perturbative approach based on the
Bogoliubov theory [21] as well as in lattice systems [22].
More recently, its consequences on the propagation of spin
waves were analyzed using the hydrodynamic theory [23].
In the present work we investigate spin dynamics and the

effect of the Andreev-Bashkin superfluid drag in 1D
repulsive mixtures of Bose gases. To this aim we use
quantumMonte Carlo (QMC) methods first to establish the
critical condition for the miscibility of the two gases, which
is a preliminary requisite to investigate the regime of
homogeneous mixtures. Second, we calculate the entrain-
ment effect from the coupled superfluid response and the
spin-wave velocity by means of hydrodynamic theory and
of a sum-rule approach. On the basis of simulations
performed by varying both the intraspecies and the inter-
species coupling strength, we find that the superfluid drag
can be large if the interspecies coupling is strong, and it
contributes to the softening of spin waves on approaching
the critical point of phase separation.
We consider Bose-Bose mixtures in a 1D geometry

described by the following Hamiltonian:

H ¼ −
ℏ2

2m

XNa

i¼1

∂2

∂x2i þ g
X

i<j

δðxi − xjÞ −
ℏ2

2m

XNb

α¼1

∂2

∂x2α
þ g

X

α<β

δðxα − xβÞ þ g̃
X

i;α

δðxi − xαÞ; ð1Þ

which includes, in addition to the kinetic energy terms of
the two components with Na and Nb particles, equal
intraspecies interactions modeled by the contact coupling
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constant g > 0 and a contact interspecies repulsive poten-
tial of strength g̃ > 0. Here xi with i ¼ 1;…; Na and xα
with α ¼ 1;…; Nb denote, respectively, the positions of
particles belonging to component a and b of the mixture.
We also consider mass balanced mixtures, m being the
mass of particles of both components. In the absence of
interspecies interactions, the above Hamiltonian for each
component separately yields the well-known Lieb-Liniger
(LL) model [24], which can be solved exactly via the Bethe
ansatz for any value of the coupling constant g. In
particular, for very strong repulsion (g → ∞) correspond-
ing to the so-called Tonks-Girardeau (TG) regime, the LL
model describes a gas of impenetrable bosons which is
equivalent to a gas of noninteracting spinless fermions [25].
The full Hamiltonian, Eq. (1), consists of two LL gases,
with the same interaction strength g, coupled via a contact
repulsive force. One should point out that this full
Hamiltonian also admits exact solutions, but only when
it enjoys SU(2) symmetry, i.e., if g̃ ¼ g or when both
components are in the TG regime (g ¼ ∞). In the first
case the ground state is ferromagnetic [26,27] and the
equation of state can be calculated using the LL model
of a single-component gas. In the latter case, the system
corresponds to a mixture of interacting Fermi gases and
the solution is provided by the Yang-Gaudin model
[28,29] yielding a paramagnetic ground state for any
value of the repulsive coupling g̃. In all other cases, for
which the Bethe ansatz approach is no longer appli-
cable, only numerical solutions are available by means,
for example, of QMC methods.
A population balanced system, where Na ¼ Nb ¼ N=2,

can be fully characterized in the thermodynamic limit by
the following two dimensionless parameters:

γ ¼ gm
ℏ2n

η ¼ g̃m
ℏ2n

: ð2Þ

These are fixed by the values of interaction strength and by
the total density n ¼ na þ nb of the gas, where na ¼ Na=L
and nb ¼ Nb=L are the densities of the two components in
terms of the size L of the 1D box. In unbalanced configu-
rations, an additional parameter is needed to describe the
polarization: P¼ðna−nbÞ=n. In Refs. [30,31] the ground-
state energy of the Hamiltonian, Eq. (1), was calculated in
the extreme case of one impurity immersed in a LL gas
(Nb ¼ 1). Here we make use of a similar diffusion
Monte Carlo method extended to any configuration
Nb ≤ Na with periodic boundary conditions. This technique
provides exact results for the ground-state energy Eðγ; η; PÞ
of the mixture within statistical uncertainty [32]. More in
detail, simulations utilize a guiding wave function used for
importance sampling and to encode the contact boundary
conditions imposed by the δ-function potentials in the
Hamiltonian Eq. (1). The guiding wave function is con-
structed as a product of pairwise correlation terms which, at
short interparticle distance, reproduce the exact solution of

the two-body problem with the contact potential, as well as
many-body correlations typical of Luttinger liquids at longer
distances [33]. In this way, unbiased calculations of proper-
ties of the interacting gas are actually carried out by
simulating free particles subject to proper boundary con-
ditions [30,34]. The relevance of finite-size effects is
estimated by repeating the simulations with increasing
numbers of particles (typically ranging from N ¼ 50 to
N ¼ 200), thereby ensuring a well-controlled approach to
the thermodynamic limit.
Phase separation.—The first question we address con-

cerns the condition of miscibility of the mixture at T ¼ 0
and of its eventual phase separation. This latter is signaled
by the divergence of the magnetic susceptibility χ, whose
inverse is related to the curvature of the energy increase as
the system is polarized away from the P ¼ 0 balanced
configuration: ð1=χÞ ¼ ½ð∂2E=LÞ=ðn2∂P2Þ�. In the weak-
coupling regime, corresponding to γ ≪ 1 and η ≪ 1, one
can use the mean-field theory yielding the analytical result
ð1=χÞ ¼ ½ðg − g̃Þ=2� [35]. Based on this approach the
mixture is miscible for g̃ < g and phase separation occurs
as soon as g̃ > g. Furthermore, in the Yang-Gaudin model
where both components are in the fermionic TG limit, the
homogenous mixture is known to be stable for any value
of the interspecies coupling strength g̃. A question worth
addressing concerns the determination of the critical
parameter for phase separation in the regime of intermedi-
ate values of the coupling strength γ. To this purpose we
calculate the ground-state energy for fixed values of γ and η
with varying polarization P. The characteristic dependen-
cies, obtained for γ ¼ 2 and γ ¼ 20, are shown in Fig. 1.
We find that the energy of the P ¼ 0 state is lower than the
one of the fully polarized (P ¼ 1) state provided that η < γ.
For η slightly larger than γ the energy lies above the P ¼ 1
threshold signaling the instability against the formation of
two fully polarized domains [36]. From the equation of
state as a function of the polarization P we extract the
inverse magnetic susceptibility 1=χ which we report in
Fig. 2 for various values of γ. We see that for γ ¼ 0.04 the
results of 1=χ are well reproduced by the mean-field
prediction whereas, for larger values of γ, deviations are
visible away from the critical point. Close to the point of
phase separation, however, we notice that the susceptibil-
ity of both γ ¼ 2 and γ ¼ 20 is well described by the
linear dependence 1=χ ∝ ðγ − ηÞ of the mean-field pre-
diction. Finally, for γ ¼ ∞, our results reproduce the η
dependence of 1=χ obtained from the exact solution
[37–39] of the Yang-Gaudin model at finite polarization
[40]. From this analysis we conclude that, for the reported
values of γ < ∞, the critical parameter for phase separa-
tion is η ¼ γ. At this value of the interspecies interaction
strength the system jumps from being paramagnetic with
P ¼ 0 to fully ferromagnetic. These results are consistent
with the known findings of the Yang-Gaudin model
(γ ¼ ∞) where phase separation never occurs [28], and
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of the SU(2) symmetric case (γ ¼ η) where the stable
phase is ferromagnetic [26,27].
Superfluid drag.—In a mixture of two superfluids

with mass density ρ1 and ρ2, the energy change per unit
volume due to finite superfluid velocities v1 and v2 is given
by δE ¼ ½ðρ1 − ρDÞv21 þ ðρ2 − ρDÞv22 þ 2ρDv1 · v2�=2. The
quantity ρD accounts for the coupling between the
superfluids and gives rise to a drag in the superfluid
current density of each component: j1;2 ¼ ∂δE=∂v1;2 ¼
ðρ1;2 − ρDÞv1;2 þ ρDv2;1, known as the Andreev-Bashkin

effect [19]. For 1D mixtures with ρ1 ¼ ρ2 ¼ ρ=2, one can
calculate ρD to lowest order in g̃ by using the Bogoliubov
approach of Ref. [21] which yields the result

ρD
ρ

≃
4η2

3π

1

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðγ þ ηÞp þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðγ − ηÞp Þ3 : ð3Þ

This shows that the drag effect is quadratic in the
interspecies coupling η and is maximum at the critical
point η ¼ γ where it takes the value ðρD=ρÞ ¼ ð ffiffiffi

γ
p

=6πÞ.
For arbitrary coupling strengths, we calculate ρD by means
of the exact relation

4
ρD
ρ

¼ 1 − lim
τ→∞

h½WaðτÞ −WbðτÞ�2i
4NDτ

; ð4Þ

based on the paired superfluid response of the two
components which in QMC simulations is provided by
the statistics of winding numbers [23]. Here, D ¼ ℏ2=2m
is the diffusion constant of a free particle in imaginary
time τ ¼ it=ℏ, whereas the winding number WaðτÞ ¼PNa

i¼1

R
τ
0 dτ

0f½dxiðτ0Þ�=ðdτ0Þg of the first component and,
analogously, WbðτÞ of the second component are obtained
by integrating the corresponding particle trajectories. In the
absence of interspecies coupling, the winding numbers Wa
and Wb are independent and, being normalized as NaðbÞ ¼
limτ→∞½hW2

aðbÞðτÞi=ð4DτÞ�, result in ρD ¼ 0. In the oppo-

site case of fully paired motion of the two components, the
relative winding number (Wa −Wb) vanishes and the drag
takes its maximum value 4ρD=ρ ¼ 1. In Fig. 3 we report
the results of ρD calculated as a function of η for different
values of the interaction parameter γ. We find that 4ρD=ρ
approaches unity in the simultaneous limit γ ¼ ∞ and

FIG. 2. Inverse susceptibility 1=χ as a function of η for various
values of γ ranging from the weak-coupling regime (γ ¼ 0.04) to
the TG limit (γ ¼ ∞). Here χF ¼ ½ð4mÞ=ðℏ2π2nÞ� is the suscep-
tibility of the noninteracting mixture when γ ¼ ∞. Dashed lines
correspond to the mean-field result 1=χ ¼ ðg − g̃Þ=2, whereas
the dash-dotted line to the perturbation expansion ðχF=χÞ ¼
1 − ð2η=π2Þ holding in the TG limit. The solid line is obtained
from the exact solution of the Yang-Gaudin model at finite
polarization.

(a) (b)

FIG. 1. Energy per particle of the homogeneous mixture as a function of the polarization P for different values of the coupling
strengths η. Panel (a) refers to γ ¼ 2 and panel (b) to γ ¼ 20. Energies are shown in units of ϵF ¼ ½ðℏ2π2n2Þ=ð8mÞ� corresponding to the
Fermi energy of the mixture when γ ¼ ∞. The solid lines are best fits quadratic in P and the dashed horizontal lines indicate the energy
of the fully polarized (P ¼ 1) states. Statistical error bars are smaller than the symbol size.

PHYSICAL REVIEW LETTERS 121, 025302 (2018)

025302-3



η ¼ ∞. However, already for γ ¼ 20, ρD reaches ∼0.7 of its
maximum value in the vicinity of the critical point η ¼ γ.
Velocity of spin waves.—Within the mean-field approach

the long-wavelength elementary excitations in the spin
channel consist of waves propagating with the velocity
vs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffif½nðg − g̃Þ�=ð2mÞgp
[35], such that v2s ¼ ½ρ=ðm2χÞ�

in terms of the magnetic susceptibility and of the mass
density ρ ¼ mn. This result, however, holds only if one
neglects the drag effect exerted by one component as it
moves with respect to the other. More generally, the
hydrodynamic model accounting for the Andreev-
Bashkin effect yields the result [23]

v2s ¼
ρ − 4ρD
m2χ

; ð5Þ

which involves the superfluid drag density ρD.
In order to determine the spin-wave velocity vs, we

follow two independent approaches. The first is based on
the hydrodynamic theory of superfluids entailed by Eq. (5),
where we determine vs from knowledge of the magnetic
susceptibility χ and of the superfluid drag ρD calculated
above. The second, instead, is based on linear response
theory and is conveniently discussed in terms of the
frequency-weighted moments mk ¼

R
dωðℏωÞkSsðq;ωÞ

of the spin-dependent dynamic structure factor Ssðq;ωÞ
[44]. In particular, for the following two moments one
finds:

m−1 ¼ N
χsðqÞ
2n

→
q→0

N
χ

2n
; ð6Þ

m0 ¼ SsðqÞ: ð7Þ

Here, Eq. (6) is the susceptibility sum rule involving the
static spin-spin response function χsðqÞ, which reduces to χ
in the long-wavelength limit, and Eq. (7) defines the static
spin-spin structure factor. One can show that in the q → 0
limit both the m−1 and m0 sum rules are exhausted by the
spin-wave excitation with energy ϵsðqÞ ¼ vsℏq, because
multimode excitations contribute to the two sum rules with
higher powers of q [45–48]. From this analysis it follows
that the energy of the low-lying spin-wave excitations can
be obtained from the ratio of sum rules calculated in the
q → 0 limit

ℏqvs ¼ lim
q→0

m0

m−1
: ð8Þ

A direct calculation of the static spin-spin structure factor
SsðqÞ allows one to extract the coefficient of its low-q linear
dependence SsðqÞ=N ¼ ½ðvsχÞ=ð2nÞ�ℏq. Once divided by
the magnetic susceptibility χ obtained above, this result
gives the spin velocity vs.
Both the hydrodynamic and the more microscopic

estimate of vs are shown in Fig. 4 and are found to agree
within statistical errors providing very strong evidence of
the reliability of our results. When γ ¼ ∞ we also find
agreement with the exact result of vs from the Yang-Gaudin
model [38,43]. By increasing the interspecies interaction
strength, the spin-wave velocity decreases due to the
combined effect of the susceptibility, which rises from
the noninteracting value χ0, and of the drag density ρD until
it vanishes at the critical point of phase separation. For
example, for η ¼ 10 and γ ¼ 20 the spin-wave velocity is
reduced to vs ≃ 0.3v0s of the value corresponding to η ¼ 0

FIG. 3. Superfluid drag as a function of η for different values of
γ. Dashed lines correspond to the weak-coupling result (3) for
γ ¼ 2 and γ ¼ 20. The solid line refers to γ ¼ ∞ and is obtained
by inverting Eq. (5) with both χ and vs from the exact solution of
the Yang-Gaudin model.

FIG. 4. Spin-wave velocity vs as a function of η for different
values of γ. The units are provided by the spin-wave velocity in the
absence of interspecies interactions, v0s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ=m2χ0

p
. Open sym-

bols refer to Eq. (5) and solid symbols to Eq. (8). The dashed line
corresponds to the mean-field prediction vs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nðg − g̃Þ=2mp

and
the solid line to the exact solution in the Yang-Gaudin model [38].
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(see Fig. 4). The reduction is caused by an approximate
fivefold increase of χ=χ0 shown in Fig. 2 and by an
additional factor of about 0.5 deriving from the term
1 − 4ρD=ρ shown in Fig. 3.
In conclusion, we provide exact predictions for the

velocity of spin waves in repulsive 1D Bose mixtures.
These results show the strong effect of the Andreev-
Bashkin superfluid drag, which could be experimentally
observed by means of independent measurements of the
spin-wave velocity and of the magnetic susceptibility.
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