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The low-frequency motions of molecules in the condensed phase have been shown to be vital to a large
number of physical properties and processes. However, in the case of disordered systems, it is often difficult
to elucidate the atomic-level details surrounding these phenomena. In this work, we have performed an
extensive experimental and computational study on the molecular solid camphor, which exhibits a rich
and complex structure-dynamics relationship, and undergoes an order-disorder transition near ambient
conditions. The combination of x-ray diffraction, variable temperature and pressure terahertz time-domain
spectroscopy, ab initio molecular dynamics, and periodic density functional theory calculations enables a
complete picture of the phase transition to be obtained, inclusive of mechanistic, structural, and
thermodynamic phenomena. Additionally, the low-frequency vibrations of a disordered solid are
characterized for the first time with atomic-level precision, uncovering a clear link between such motions
and the phase transformation. Overall, this combination of methods allows for significant details to be
obtained for disordered solids and the associated transformations, providing a framework that can be
directly applied for a wide range of similar systems.
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Low-frequency (terahertz) vibrational dynamics have
been shown to be one of the major factors that dictate
the properties of condensed phase materials, ranging
from thermodynamic to mechanical phenomena [1,2].
Additionally, a number of recent investigations have
suggested that terahertz motions, which often involve large
amplitude displacements of entire molecules, play a vital
role in the proper functioning of materials [3—8]. However,
the dependence of the low-frequency vibrations on both the
intramolecular and intermolecular potential energy hyper-
surfaces leads to unique spectral fingerprints, which cannot
be interpreted without additional analysis [9]. Over the past
decade, computational tools have enabled much better
insight into the origins of the terahertz response of
crystalline solids [10]. In contrast, the interpretation of
the response of disordered materials at terahertz frequencies
remains a topic of great interest [11].

Disordered materials make up a large portion of con-
densed phase systems, with many biological, pharmaceut-
ical, and semiconducting technologies all based on the lack
of any long-range order [12—14]. Given the prevalence of
disordered materials, there exists a clear need for an
appropriate method to gain atomic-level insight into the
vibrational dynamics and associated effects. However, the
difficulty in acquiring these, both experimentally and
theoretically, have hindered progress [15]. In addition, it
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has been suggested that phase transformations in the
condensed phase, e.g., crystalline polymorphism, are also
strongly linked to the terahertz dynamics, with previous
studies suggesting that particular vibrational motions can
be directly correlated with the transformation mechanisms
themselves [16]. But again, the lack of any direct exper-
imental measurement of such transformation intermediates
makes understanding these mechanisms difficult without a
large degree of speculation.

Here, we use a combination of x-ray diffraction, temper-
ature and pressure-dependent terahertz time-domain spec-
troscopy (THz-TDS), periodic density functional theory
(DFT), and ab initio molecular dynamics (AIMD) simu-
lations to fully describe the order-disorder phase transition
in a well-studied molecular solid, homochiral R-camphor.
The combination of these techniques makes it possible to
uncover a complete picture of the low-frequency dynamics
in both the ordered crystalline and orientationally disor-
dered phases of camphor, in addition to obtaining the bulk
packing structure of the disordered phase for the first time.

Solid camphor exhibits rich structural and dynamic
flexibility, as it can form an ordered crystal at low
temperatures (<244 K), and two disordered phases at
higher temperatures [17]. While the higher-temperature
phases of camphor exhibit orientational disorder, the
system still retains a degree of order, making it a valuable
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solid for understanding the mechanisms and dynamics
associated with solid-state phase transitions [18]. The
low-temperature (LT) phase of camphor has been
extensively characterized [19,20]; however, there is a
corresponding dearth of information related to the high-
temperature phases of camphor. As previously shown, the
THz-TDS spectrum of the LT and first high-temperature
(HT) forms of camphor are substantially different, with the
LT form exhibiting a large number of observable features at
terahertz frequencies (0.3-3 THz), while the HT form does
not contain any well-resolved absorption peaks [20,21].

In order to study the phase-transition in solid camphor,
AIMD simulations were performed with the fully-periodic
cP2K software package [22,23]. All simulations were
performed with the Grimme-D3 dispersion corrected
[24,25] PBE density functional [26], and the atomic
orbitals were represented using the double-{ DZVP basis
set [27] and Goedecker-Teter-Hutter (GTH) pseudopoten-
tials [28]. Calculations were performed within both the
canonical (NVT) and isothermal-isobaric (NPT) ensembles,
making use of a Nosé-Hoover chain thermostat [29] and an
extended Nose-Hoover barostat for pressure [30,31].

Initially, NPT simulations were performed on the pre-
viously solved LT structure [19]. A supercell containing 4
unit cells (32 molecules, 864 atoms total) was generated,
and the fully-periodic (translational symmetry in all three
Cartesian axes) simulations were set to a temperature of
325 K (above the transition temperature of 244 K) with a
time step of 1 fs. The simulation box size was set
sufficiently larger than what was previously determined
to be suitable for fully disordered systems in order to
minimize spurious interactions between molecules that are
generated by translational symmetry [32]. Immediately, the
camphor units begin to rotate with respect to each other,
breaking space-group and translational symmetry. In addi-
tion, throughout the first 25 ps, the individual rows of
camphor molecules slide past one another, resulting in a
marked change in one of the simulation cell angles from
90° to 120°. After approximately 25 ps, the cell stabilizes
and there is no further translational diffusion, but the
molecules continue to undergo reorientational Brownian
motions in their sites. Long-range order (i.e., the rows of
camphor molecules) is not significantly distorted through-
out the course of the simulation, maintaining a partially-
ordered character, and was not due to the imposed
periodicity as shown through simulations on a nonperiodic
structure that yielded similar results.

Throughout the simulation there are a significant number
of transient localization events, with at least a pair of
molecules (and occasionally more) orienting themselves so
that their molecular dipole-moments are favorably
arranged. These were used as the basis for extracting a
single-crystalline unit cell from the partially disordered
simulation by fitting a box around a pair of molecules and
imposing translational symmetry, as shown in Fig. 1. The

generated single crystal was optimized within a hexagonal
Bravais lattice (to mimic the supercell angles) using the
CRYSTAL17 DFT software package [33]. As with the AIMD
simulation, the D3-corrected [24,25] PBE [26] density
functional was used, along with the double-{ def2-SVP
basis set. [34] The resulting structure yielded a cell with
lattice parameters of a = b = 6.943 A, ¢=11.209 A,
a=f=90° and y = 120°, with Z = 2. From this struc-
ture, a simulated powder x-ray diffraction (PXRD) pattern
was generated and found to be in good agreement with the
experimental pattern, however with the peaks shifted to
higher angle due to the DFT-optimized structure being a
0 K crystal. Therefore, NPT simulations were performed at
300 K starting from the optimized coordinates, and upon
equilibration the simulated unit cell lengths were a = b =
7.073 A and ¢ = 11.486 ./D%, in excellent agreement with
the experiment (see Fig. 1).

Any attempt to allow the newly-determined structure of
the HT form to optimize without hexagonal symmetry
constraints resulted in the structure reversing to the LT
form, which also occurs when low-temperature AIMD
simulations were performed, albeit at a much slower rate
(see Fig. 1). This indicates that the dynamics of the system,
specifically the low-frequency dynamics (since they are
activated at relatively ambient conditions), are of critical
importance for understanding the origins of the phase-
transition mechanism.

The experimental temperature and pressure-dependent
THz-TDS spectra of camphor were obtained using a custom-
built THz-TDS spectrometer [21] (see Supplemental
Material [35]). The THz-TDS spectrum of the LT phase
contains a number of resolvable features, while the spectrum
of the HT phase is essentially featureless, a common trait of
disordered solids [36,37]. While the LT phase has had its
spectrum assigned previously [20], the spectrum of the HT
phase (and in fact, the low-frequency vibrational spectra of
disordered solids in general) has not been quantitatively
assigned with quantum-mechanical accuracy and atomic-
level precision to date.

The vibrational dynamics of both phases of camphor
were simulated by both the AIMD and static-DFT tech-
niques. For the former case, NVT simulations were per-
formed on a single unit cell of the LT form (at 100 K) and a
supercell of the HT form (at 300 K), each containing
8 camphor molecules (216 atoms), using previously
described methodologies [38,39]. The results, shown in
Fig. 2, show a good agreement with the experiment for both
phases, both in regard to frequency position and intensity,
yet the experimental results are not able to fully resolve the
lowest-frequency features due to limitations of the reflec-
tion geometry used [20].

Analysis of the AIMD trajectories shows that while the
LT form exhibits the typical crystalline behavior of the
individual molecules oscillating about their potential
energy minima, the molecules in the HT form are almost
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FIG. 1. Experimental structure of the LT and HT phases of camphor (arrows represent row diffusion and the predicted 1.69 THz

vibrational mode, details in text), and the structure after the AIMD-NPT equilibration. The dimer pair used to generate the
crystallographic structure of the HT phase is darkened. The bottom left panel shows the NPT-supercell angles as a function of time, with
equilibrium of the HT phase achieved after 25 ps. The dotted curve is the y angle starting from the disordered structure and running a
NPT simulation at 100 K. The bottom right panel is the comparison between the experimental PXRD pattern (blue) and the patterns
generated from the static-DFT simulated structure (dotted black), static-DFT optimized structure within 300 K NPT-determined cell

vectors (black), and AIMD NVT-averaged pattern (red).

instantly decoupled from one another and move freely
within their crystalline sites. As with the NPT simulations,
there do exist a large number of transient ordering
events. However, the thermal activation of the low-
amplitude vibrations clearly is enough to overcome the
intermolecular potential energy barriers, although to a
minor degree compared to fully-disordered solids (which
typically exhibit large-scale diffusive-type motions) [32].
Moreover, the weakened intermolecular interactions are
evident in the redshifting of the HT spectrum as compared
to the LT spectrum, as the smaller vibrational force
constants reduce the energy of the individual vibrations.
Supporting this is the calculated cohesive energy of an
individual camphor molecule in the two crystals, with the
HT form exhibiting approximately 33% less binding
energy than the LT form.

Vibrational simulations were performed within the
harmonic approximation using CRYSTAL17 [40,41]. The
results of the static-DFT simulations are provided in

Fig. 3(a) (LT results are provided in the Supplemental
Material [35]). The predicted spectrum, which has been
convolved using Lorentzian line shapes, generally repro-
duces the experimental spectrum above 1.2 THz, but a
noticeable lack of agreement exists below that frequency.
Visualization of the normal modes reveals that, as is the
case for the LT phase, the sub 3 THz motions are primarily
hindered-rotational motions of the individual camphor
molecules, with the exception of a mode predicted at
1.69 THz, which corresponds to the row diffusion
described in Fig. 1. In the HT form, the lowest frequency
mode (0.503 THz) contains a translational component,
which directly corresponds to the phase-transition pathway
as determined from the AIMD simulations. The predicted
features at 1.077 and 1.510 THz are coupled librations of
the two camphor molecules in the unit cell, representing in-
phase and out-of-phase hindered rotations, respectively.
The final three predicted features at 1.830, 2.039, and
2.197 THz are all uncoupled librations of an individual

196002-3



PHYSICAL REVIEW LETTERS 120, 196002 (2018)

125— LT-Form Experimental THz-TDS
—— HT-Form Experimental THz-TDS
10047 LT-Form AIMD-Simulated
- HT-Form AIMD-Simulated;
- 754
5
A
3 504
254 .
odesli

03 08 13 18 23 28
Frequency (THz)

FIG. 2. Experimental (solid lines) and AIMD-simulated (dotted
lines) THz-TDS spectra of the HT form (red) and LT form (blue)
of camphor.

camphor molecule in the unit cell, with only one of the two
molecules rotating significantly. Above 3 THz, the modes
show little intermolecular character and consist mainly of
internal torsions, such as methyl-rotation modes at 5.7 THz,
demonstrating the importance of the 0.3-3 THz region for
studying intermolecular effects.

The combination of specific atomic-level vibrational
information from the static-DFT calculations and the
temperature and disorder-dependent AIMD simulations
enables the origins of the differences between the two
different simulated spectra to be determined. Using the
DFT-predicted vibrational normal mode frequency posi-
tions, four Lorentzian curves were fitted to the AIMD
spectrum, resulting in excellent agreement as shown in
Fig. 3(b). It is important to note that, because of the
similarity of the three modes between 1.8 and 2.2 THz, one
Lorentzian was used to represent all three vibrations. The
lack of intensity for the DFT-calculated lower-frequency
modes arises due to the imposed crystallographic sym-
metry. However, in the disordered solid, no such symmetry
constraint exists, resulting in a larger net change in the
dipole moment of the solid, leading to the increased low-
frequency intensity that is observed. In the case of the
higher-frequency modes, because they represent uncoupled
motions of individual molecules, their predicted intensities
are similar in both the crystalline and disordered states.
Finally, while most of the modes shift to lower energy
from the simulated static-DFT to the AIMD spectra, the
lowest-frequency vibration actually shifts to higher ener-
gies (from 0.503 to 0.5802 THz). Because this mode
represents the phase-transformation pathway, this indicates
that the vibrational potential is stiffening with an increasing
temperature, hence making it more energetically unfavor-
able to revert back to the LT phase. This could help explain
why at lower temperatures, as well as when performing
unconstrained optimizations, the system tends to revert
back to the LT form, highlighting the overall importance of
this particular vibration on the order-disorder transition in
camphor.
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FIG. 3. (a) Comparison between the experimental THz-TDS

spectrum (red, solid), AIMD-simulated (red, dotted), and static-
DFT simulated (black) spectra of the HT phase of camphor, and
(b) the result of fitting the AIMD-simulated spectrum (black) with
four Lorentzian curves using the static-DFT frequencies as
the basis for the fit. The average of the residual over the fitted
range (0.3-2.3 THz) is only 0.09, highlighting the excellent fit
achieved.

The understanding gained through these combined
methods makes it possible to develop deeper insight into
the phase-transition processes, specifically related to the
kinetics and thermodynamics of the transition. As previ-
ously reported, the phase transition of camphor is highly
sensitive to both temperature and pressure, and the tran-
sition exhibits a hysteresis during subsequent heating and
cooling cycles. The comparison between the experimental
phase transition temperature and pressures and the static-
DFT transition points, obtained by calculating the pressure
and temperature dependent free energies of the two forms
and determining the crossing points, are shown in Fig. 4.
Overall, they are in good agreement with each other, and
the lack in complete quantitative agreement originates from
inherent limitations of the technique, i.e., not taking into
account thermal expansion or anharmonic effects; it can be
considerably improved by performing quasiharmonic
approximation (QHA) simulations [1,42], which aim to
take thermal expansion effects into account. Additionally,
the DFT results enable more specific details surrounding
the thermodynamic driving force to be determined, and the
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FIG. 4. The experimentally observed phase transition from
THz-TDS as a function of temperature and pressure for the
LT-HT (blue) and HT-LT (red) transformation. The dotted and
dashed lines are the predicted transition points determined from
the static-DFT and QHA vibrational simulations, respectively.

results show that at the phase transition, the HT form is
entropically favored by 9.32 Jmol~! K=/, further indicating
the importance of the low-frequency phonons on the phase-
transformation behavior. While the static-DFT method is
unable to directly capture the hysteresis behavior due to
inherent limitations in the technique (i.e., only dependent
on the final two states), the general agreement provides
another level of validation that both the theoretical model
used, as well as the generated structure, are accurate.
The experimental observation of a hysteresis is likely
due to two complementary processes: the restricted dynam-
ics at lower temperatures that hinder reorganization into a
coherent crystalline solid, and the potential energy barriers
associated with the rearrangement from the disordered
state. Combined, these lead to significant kinetic con-
straints (i.e., significant molecular mobility to undergo
crystal nucleation), and slight thermodynamic (free-energy)
barriers, that make the formation of a crystalline solid less
likely without a significant energetic gradient, which occurs
at lower temperatures. By performing 5 ps NPT simulations
starting from the LT and HT phases at temperatures above
and below the transition temperature, respectively, the rates
of the y angle changes were extracted. These gradients
(1.5 and 0.2° ps~! for the LT to HT and HT to LT
transitions, respectively) were used to determine a temper-
ature-dependent rate constant for the two transformations,
and the collision frequencies and activation energies of the
two transitions can be extracted (see Supplemental Material
for more details). The calculated prefactors have values of
1.91 and 0.57 THz for the LT — HT and HT — LT
transitions, respectively, which are in good agreement with
the observed vibrational modes that correspond to the
phase-transformation pathway. The results also indicate
that the barrier of the LT — HT transition is lower in
energy compared to the barrier of the HT — LT transition
by approximately 245 4 61 Jmol~!, which corresponds to

a temperature of 30 K. While the experimentally deter-
mined hysteresis exhibits a width of approximately 5 K, the
relative agreement represents a significant achievement of
the theoretical methodology, which is capable of fully
interpreting the mechanistic and energetic origins of the
observed behavior. Moreover, this is well below (almost 20
times lower than) the 1 kcal mol~! (4.2 kI mol~!) “chemi-
cal-accuracy” standard that is often referred to in the
theoretical chemistry community [43].
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