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Rate and state friction (RSF) laws are widely used empirical relationships that describe macroscale to
microscale frictional behavior. They entail a linear combination of the direct effect (the increase of friction
with sliding velocity due to the reduced influence of thermal excitations) and the evolution effect (the
change in friction with changes in contact “state,” such as the real contact area or the degree of interfacial
chemical bonds). Recent atomic force microscope (AFM) experiments and simulations found that
nanoscale single-asperity amorphous silica-silica contacts exhibit logarithmic aging (increasing friction
with time) over several decades of contact time, due to the formation of interfacial chemical bonds. Here we
establish a physically based RSF relation for such contacts by combining the thermally activated Prandtl-
Tomlinson (PTT) model with an evolution effect based on the physics of chemical aging. This thermally
activated Prandtl-Tomlinson model with chemical aging (PTTCA), like the PTT model, uses the loading
point velocity for describing the direct effect, not the tip velocity (as in conventional RSF laws). Also, in the
PTTCAmodel, the combination of the evolution and direct effects may be nonlinear. We present AFM data
consistent with the PTTCA model whereby in aging tests, for a given hold time, static friction increases
with the logarithm of the loading point velocity. Kinetic friction also increases with the logarithm of the
loading point velocity at sufficiently high velocities, but at a different increasing rate. The discrepancy
between the rates of increase of static and kinetic friction with velocity arises from the fact that appreciable
aging during static contact changes the energy landscape. Our approach extends the PTT model, originally
used for crystalline substrates, to amorphous materials. It also establishes how conventional RSF laws can
be modified for nanoscale single-asperity contacts to provide a physically based friction relation for
nanoscale contacts that exhibit chemical bond-induced aging, as well as other aging mechanisms with
similar physical characteristics.
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To describe friction at the macroscale, the rate and state
friction (RSF) approach [1–14] is generally used by
tribologists and geophysicists. While this family of rela-
tions is largely empirical in nature, they have found
significant use as they often fit friction experimental results
for many materials ranging from granular media [9,15] and
rocks [1,3,5,9,16–18] to paper [16] and organic thin films
[19–21].
For a macroscopic sliding block, the expression for the

friction coefficient μ as a function of contact time t and
block velocity v according to RSF laws is given by

μðtÞ ¼ μ0 þ a ln

�
v
v0

�
þ b ln

�
θðtÞ v0

DC

�
; ð1Þ

where v0 is a reference velocity, μ0 is the reference friction
coefficient corresponding to v0, DC is known as the
memory distance, which is the sliding distance a population
of contacts must slide to refresh itself, and θ is called the
“state variable,” which is a function of time. The state

variable represents the “state” of the contact and is modeled
using different relations depending on the specific RSF
model being followed. The behavior described by the
second term in Eq. (1) is the “direct effect,” whose physical
basis lies in the fact that thermal energy assists sliding more
strongly at slower velocities [22]. The behavior described
by the third term is the “evolution effect,” in which θ
evolves with the contact time. The factors a and b represent
the magnitudes of the direct and evolution effects,
respectively.
One manifestation of evolution is the logarithmic

increase of static friction Fs with hold time (i.e., the time
of stationary contact). This “aging” effect has been
observed in many systems, including in rock friction
experiments for hold times from 0.1 to 105 s [1,2,5].
Two mechanisms of aging have been proposed, generally
referred to as “contact quantity” and “contact quality.” The
former refers to an increase in the real contact area, leading
to increased friction [23,24], including creep. The latter
refers to an increase in friction without changing contact
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area, due instead to chemical bonding or better atomic
registry [25].
Previous experiments [26] and simulations [27,28] for

single asperities showed that chemical bonding can con-
tribute to aging at the nanoscale for amorphous silica-silica
nanocontacts. Silica is of particular interest for such experi-
ments because silicate minerals are the most abundant
constituents of Earth’s crust, where earthquakes primarily
occur. Faults in the earth are also often mineralized with
silica due to flow of silica-rich fluids through fault zones,
even when the fault-bounding rocks are not siliceous, and
amorphous silica has similar frictional behavior to that of
silicate rocks [26,29]. The aging behavior was determined
through slide-hold-slide (SHS) experiments [26] with an
atomic force microscope (AFM) and subsequent first-
principles calculations and Monte Carlo simulations
[27,28]. In the experiments, the silica substrates were first
treatedwith piranha solution,which leaves themhydrophilic
due to surface hydroxylation. The tip of the AFM is then
translated across the substrate, held stationary for some time,
then slid again.Hold timeswerevaried from0.1 to 100 s, and
a logarithmic increase of the friction dropΔF, defined as the
difference between the static friction force and the kinetic
friction force, was observed. The results indicate that one
component of conventional RSF laws—the aging law—can
apply well to these nanoscale contacts. This aging was
observed in the absence of contact area growth. Instead, they
proposed that aging resulted from the formation of chemical
bonds at the tip-sample interface. The calculations of
Liu et al. showed that the bonding occurs through the
condensation reaction Si-OHþ Si-OH → Si-O-Siþ H2O,
where the Si-OH groups are present on the tip and substrates
surfaces. This group also showed that the number of bonds
and thus friction varied with contact time nearly logarithmi-
cally over timescales comparable to the experiments [27,28].
Our subsequent AFM study of stick-slip events and the load
and time dependence of aging further corroborated these
theoretical studies [30,31]. These studies establish an under-
standing of interfacial chemical bond-induced (ICBI) fric-
tion for silica-silica single-asperity interfaces.
Though conventional RSF laws were originally estab-

lished to describe frictional behavior of macroscale con-
tacts, which are composed of many asperities, recent
studies have shown that RSF laws also well describe
friction data for microscale contacts composed of only a
few asperities, such as in microelectromechanical systems
[32–34]. Since the recent results described above show that
the aging law applies at the nanoscale, it is natural to ask
whether the full conventional RSF formalism can be
applied to nanoscale single-asperity contacts.
To address this question, we propose a physically based

model for RSF behavior of single-asperity contacts based
on the thermally activated Prandtl-Tomlinson (PTT) model
[35,36], a fundamental theory that describes atomic-scale
stick-slip friction (Fig. 1). In the PTT model, the loading

point velocity, which is the loading velocity of the piezo-
electric scanner controlling the base of the AFM cantilever,
remains constant during stick-slip events. Atomic stick-slip
tip motion across a crystalline substrate is considered
as a series of repeated jumps over potential energy barriers.
The system is composed of the contact, the tip, and the
cantilever, and the energy barrier is determined by
the combination of the tip-sample interaction energy and
the elastic potential energy due to deformation of the
system. Sticking occurs when the system remains in an
energy well; slip occurs when the system jumps over a
barrier. The PTTmodel predicts that external applied lateral
force FL reduces the energy barrier ΔE according to ΔE ¼
ð1=βÞðF�

L − FLÞ3=2 [36], where β depends on the shape of
the energy landscape, and F�

L is the lateral force needed to
make the energy barrier vanish at zero temperature. Based
on a master equation describing the evolution of the
probability of the system residing in an energy well with
time [35,36], a theoretical derivation gives

1

βkBT
ðF�

L − FLÞ3=2 ¼ 2.3 log

�
vc
vLP

�
− 1.15 log

�
1 − FL

F�
L

�
;

ð2Þ

where vc ¼ 2f0βkBT=ð3keffF�
L
1=2Þ is a constant. Here, FL

represents the maximum lateral force in each stick-slip
event (i.e., Fs), keff is the effective lateral stiffness of the
system, f0 is the characteristic vibrational frequency in the
potential, and vLP is the loading point velocity. At low vLP,
FL first increases with logðvLPÞ almost linearly, and then
reaches a plateau (i.e.,F�

L).

FIG. 1. Schematic of the PTT model. The total potential energy
is the summation of the tip-substrate interaction potential and the
spring potential. In the top inset, the tip-spring model is shown,
with spring stiffness keff and loading point velocity vLP. The tip-
substrate interaction potential is modeled to be sinusoidal,
although the focus is on a single potential well with barrier
height ΔE�. For the total potential energy, the energy barrier
under an applied lateral force is ΔE. For nonzero temperatures,
thermal fluctuations assist the system in jumping over the energy
barrier even when ΔE > 0.
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An intuitive explanation of these velocity dependences
of friction is as follows: at nonzero temperatures, thermal
fluctuations give the system a finite probability of jumping
over the barrier before the barrier is reduced to zero by the
applied lateral force (black curved arrow, Fig. 1). The larger
the vLP, the fewer the chances for thermal energy to assist in
jumping over the barrier; with less assistance from thermal
fluctuations, the maximum applied lateral force needed to
overcome the barrier will increase, leading to larger
friction. When vLP is large enough, thermal fluctuations
have no further effect on the jumping of the system,
resulting in an athermal, velocity-independent regime of
friction.
When vLP is small (and thus FL ≪ F�

L), a linear
approximation can be made: ΔE ¼ λðF�

L − FLÞ [35],
where λ depends on the shape of the energy landscape.
We define ΔE� ¼ ΔEðFL ¼ 0Þ ¼ λF�

L.
Under this linear approximation, theoretical analysis

gives

FLðvLPÞ¼F�
Lþ2.3

kBT
λ

log

�
vLPkeffλ
f0kBT

�
∝ logðvLPÞ: ð3Þ

Equation (3) could also be obtained by performing
a Taylor expansion of ðF�

L − FLÞ3=2 and ignoring the
log½1 − ðFL=F�

LÞ� term in Eq. (2) under the assumption
that FL ≪ F�

L.
Since we do not reach the plateau regime in our

experiments, when we discuss the velocity dependence
of friction, we will henceforth use the linear approximation,
Eq. (3), rather than Eq. (2).
We comment that although the interaction potential

between the tip and the substrate in the original PTT
model is assumed to be periodic (i.e., the substrates are
crystalline), the derivations of Eqs. (2) and (3) actually
could apply to just one energy barrier (see the derivations in
Refs. [35,36]). Another condition of the PTT model is that
the contact does not age.
For nonaging contacts with amorphous substrates, the

kinetic friction (if defined as the averaged lateral force
among a series of nonuniform stick-slip events) also
increases with loading point velocity logarithmically, as
indicated by Eq. (4) (see our derivations in Supplemental
Material, Sec. 5 [37]):

Fk ¼
ΔE�

λ
− keff

2
dþ 2.3

kBT
λ

log

�
vLPkeffλ
f0kBT

�
; ð4Þ

where ΔE� is the averaged ΔE� among all energy barriers
along the sliding trace and d is the averaged slip distance of
each stick-slip event. Both ΔE� and d are constants,
determined by the structure of the substrate and interfacial
interactions, and independent of vLP.
Therefore, we apply the PTT model to amorphous

substrates here to describe static friction and kinetic
friction.

The key ingredient that must be added to the PTT model
to account for aging is to allow the intrinsic energy barrier
ΔE� to increase with time. Recent work on the strengthen-
ing of crystalline nanocontacts by Mazo et al. [46] indeed
incorporated an increase of the energy barrier with time.
For reasons discussed further below, we modify the PTT
model in a different manner than in Ref. [46]. In our static
aging tests (i.e., SHS tests) for single-asperity silica-silica
contacts [26,30], the loading point velocity and the hold
time are always large enough that the hold time (about
1–5 s) is much greater than the time during which the lateral
force is progressively increasing before the tip slips (about
0.01–0.15 s). Thus, most of the aging occurs before lateral
loading starts (the lateral loading refers to the sticking
regime, where the lateral force progressively increases with
time and lateral displacement; see Fig. 2). We thus treat
ΔE� during lateral loading as constant. Thus, we can
directly use the PTT model for our contacts (one condition
of the PTT model is that ΔE� and thus F�

L are independent
of time during the lateral loading process).
Since F�

L is the applied lateral force needed for the
energy barrier to vanish at zero temperature, we assume that
F�
L is proportional to the number of interfacial chemical

bonds formed. According to previous studies on nanoscale
ICBI aging, the number of interfacial chemical bonds
increases logarithmically over a wide range of hold times
[26,27,30]. Therefore, F�

LðtÞ ¼ F�
L;0 þ B logðtÞ, where

both F�
L;0 and B are constants. After a hold time τ has

elapsed, F�
LðτÞ ¼ F�

L;0 þ B logðτÞ. Since λ depends on the
shape of the energy landscape, it will depend on τ, giving

FLðvLP; τÞ ¼ F�
L;0 þ B logðτÞ þ 2.3

kBT
λðτÞ log

�
vLPkeffλðτÞ
f0kBT

�
:

ð5Þ
Equation (5) is thus a physically based RSF relation for

nanoscale single-asperity contacts, where an aging effect

FIG. 2. Lateral force versus lateral displacement for two loading
point velocities. Both original data and smoothed curves through
the data are shown. The sticking regime, static friction, kinetic
friction, and friction drop are also shown. At the higher loading
point velocity (red data), kinetic friction and static friction are both
larger than at lower velocity (gray data and black smoothed curve).
Relative humidity 45%, temperature 24 °C, applied normal load
127 nN, adhesion 583 nN, hold time 4.64 s.
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(i.e., terms depending on time) is incorporated into the PTT
model. We call this the thermally activated Prandtl-
Tomlinson with chemical aging (PTTCA) model.
We note that our Eq. (5) is similar to Eq. (8) in Mazo

et al. [46], a recent model for nanocontacts where time-
dependent strengthening of the contact (i.e., aging) was
incorporated into the PTT model for the first time. There
are several key differences in the two models. First, the
model of Mazo et al. is formulated to describe atomic stick-
slip behavior (i.e., for a crystalline sample), although like
our model, it might be extended to nonperiodic systems.
Conceptually, the model of Mazo et al. is inspired by
observations supporting atomic attrition of the contact, i.e.,
a change in contact quantity, whereas our aging is due to
interfacial chemical bond formation, i.e., a change of
contact quality. Second, our model considers static aging
during the hold period that occurs before lateral loading
starts, while Mazo et al. describe the aging that occurs
during the periodic lateral loading of atomic stick-slip
behavior. In our model, the evolution of the contact in the
stick phase during lateral loading is ignored, making
application of the PTT model during lateral loading
feasible. In contrast, Mazo et al. assume that the first time
derivatives of certain parameters such as the interaction
potential are slowly varying. Third, in our work, aging is
logarithmic with time, while in Mazo et al., aging saturates
exponentially with time. The latter has the advantage of
incorporating the expected saturation of aging [27,47], but
it is phenomenological. Though our logarithmic depend-
ence only applies to hold times well below saturation, it has
a physical basis as discussed above. Thus, while both
models integrate aging with thermally assisted slip, they are
aimed at explaining different manifestations of aging and

accordingly use different assumptions, apply for different
time ranges, and produce different results.
The PTTCA model indicates that the conventional RSF

laws must be modified in at least two respects at the
nanoscale. The first modification is the physical meaning
of velocity in direct effect. In conventional RSF laws, the
velocity refers to the velocity of the sliding block, while for
the PTTCA model, it refers to the loading point velocity.
This difference arises because inmacroscale experiments on
multiasperity frictional interfaces, there is no true static state
(i.e., zero sliding velocity) for the block during a hold in a
SHS test since the external lateral force on the block is
always close to the sliding friction force, resulting in slow
sliding of the block. Therefore, the block velocityv in Eq. (1)
will always be nonzero, so there is no problem with using v
to determine the direct effect [i.e., logðvÞ will not diverge].
However, for ICBI friction for nanoscale single-asperity
contacts, the AFM tip can stick to the substrate with zero
motion, even with a large applied lateral force (see the
linearity of the sticking regime in Fig. 2, indicating no partial
slip or appreciable tip motion during stick; even clearer
linear sticking regimes with less noise are seen in our
previous work [30]). Zero motion is also shown by multiple
molecular dynamics simulations of contacts, wherein the
interface is completely stable during sticking [28,48,49].
Therefore, the tip velocity can be zero during lateral loading,
and logðvÞ can diverge. In contrast, since vLP is the loading
point velocity and is always nonzero in the jumping-over-
barrier process, we thus avoid this problem.
The second modification is in the manner in which the

direct and evolution effects combine. In conventional RSF
laws [Eq. (1)], since parameters a and b are constants, the
direct and evolution effects combine linearly. However, in

FIG. 3. Lateral force versus loading point velocity for different hold times. (a) Static friction, kinetic friction, and friction drop versus
loading point velocity for a 1.28 s hold time. Both static friction and kinetic friction show a logarithmic increase with velocity. The
friction drop in this case is almost independent of velocity since the slopes of the trends of static friction and kinetic friction with log of
loading point velocity are the same. (b) Static friction, kinetic friction, and friction drop versus loading point velocity for a 4.64 s hold
time. Static friction, kinetic friction, and friction drop all increase with velocity logarithmically. In this case, the slopes of the trends of
static friction and kinetic friction with the log of the loading point velocity are different, resulting in a dependence of friction drop on
velocity. For both (a) and (b), velocity is varied randomly to exclude systematic error. The conditions are the same as those in Fig. 2, with
the same AFM tip used.
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the PTTCAmodel [Eq. (5)], since the prefactor of the direct
effect, 2.3½kBT=λðτÞ�, is a function of time, the direct and
evolution effects are nonlinearly convoluted.
We now present experimental evidence for the logarith-

mic increase of friction with loading point velocity and for
the nonlinear combination of the direct and evolution
effects. Figure 2 shows how we measure Fs, Fk, and ΔF.
Measurements for two different values of vLP are shown.
Despite having the same hold time, Fs is clearly higher for
the higher vLP. Figure 3 shows how these three quantities
vary over a range of vLP for two different hold times. For a
1.28 s hold time, Fs and Fk both increase with logðvLPÞ
linearly. Their slopes agree within measurement uncertainty
[Fig 3(a)]. The logarithmic increase of Fs with vLP corrob-
orates the direct effect term in Eq. (5). For this hold time,ΔF
is nearly independent of velocity. For a 4.64 s hold time
[Fig. 3(b)], the slopes of Fs and Fk vs logðvLPÞ differ more,
leading to a nonzero slope of ΔF vs logðvLPÞ. The different
slopes ofFswith logðvLPÞ andFkwith logðvLPÞ indicate that
the combination of the direct effect and the evolution effect is
nonlinear, as discussed further below.
In Fig. 3(b), during steady sliding, since the velocities are

relatively large (greater than ∼100 nm=s), the evolution
effect is largely suppressed and relatively few interfacial
chemical bonds form during sliding (more details on the
suppression of evolution effect during sliding will be
published elsewhere). Assuming that the apparently steady
sliding observed at large velocities is actually a series of
irregular stick-slip events due to the amorphous atomic
structure of the substrate and tip, which is obscured due to
the large tip radius (∼125 nm, as shown in Supplemental
Material Sec. 1 [37]) and noise, we could use the PTT
model [Eq. (4)] to describe Fk at these high velocities (see
more details in Supplemental Material Sec. 5 [37]). If the
direct and evolution effects were linearly combined, then
the prefactor of the direct effect, which is the rate of
increase of friction with, would be independent of the
magnitude of the evolution effect. Thus, the rate of increase
of Fs and Fk with logðvLPÞ would be the same. This
contradicts our observations of different slopes of Fs and
Fk vs logðvLPÞ in Fig. 3(b), indicating that the assumption
that the direct and evolution effects combine linearly is
false. Therefore, in Fig. 3(b), the combination of the direct
and evolution effects is nonlinear, consistent with the
PTTCA model.
We comment that in previous studies on nanoscale ICBI

friction [26,30], ΔF was taken to represent the magnitude
of aging. However, the independence of ΔF on vLP in
Fig. 3(a) indicates that ΔF is not a good measure for aging
if vLP varies; in such a case, a more comprehensive analysis
is required to separate aging effects from rate effects. The
PTTCA model presented here allows such analysis to be
conducted.
In conclusion, we establish the PTTCA model,

which is a physically based RSF relation for nanoscale

single-asperity contacts exhibiting chemical aging. In this
model, the velocity for the direct effect is not the velocity of
the tip, but the loading point. The direct and evolution
effects can combine nonlinearly. The PTTCA model is
consistent with our experimental observations from aging
tests, which show that for a given hold time, static friction
increases with loading point velocity logarithmically. Also,
the nonlinear combination of the direct and evolution
effects is consistent with our experimental finding that
the rate of increase of static friction and kinetic friction with
the log of loading point velocity can differ at higher
velocities. These results show how conventional RSF laws
can be modified to establish a physically based friction
relation for nanoscale contacts. It also extends the PTT
model to amorphous surfaces.
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