
 

Absence of Cyclotron Resonance in the Anomalous Metallic Phase in InOx

Youcheng Wang,1 I. Tamir,2 D. Shahar,2 and N. P. Armitage1
1Institute for Quantum Matter, Department of Physics and Astronomy,

Johns Hopkins University, Baltimore, Maryland 21218, USA
2Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot 76100, Israel

(Received 6 August 2017; revised manuscript received 24 February 2018; published 20 April 2018)

It is observed that many thin superconducting films with not too high disorder level (generally
RN=□ < 2000 Ω) placed in magnetic field show an anomalous metallic phase where the resistance is low
but still finite as temperature goes to zero. Here we report in weakly disordered amorphous InOx thin films
that this anomalous metal phase possesses no cyclotron resonance and hence non-Drude electrodynamics.
The absence of a finite frequency resonant mode can be associated with a vanishing downstream
component of the vortex current parallel to the supercurrent and an emergent particle-hole symmetry of this
metal, which establishes its non-Fermi-liquid character.
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Conventional wisdom dictates that electrons confined to
two dimensions and cooled to the limit of zero temperature
can only be superconducting or insulating. Yet a number of
examples of zero temperature 2D metallic states exist. A
particularly interesting example is the anomalous metal
where thin superconducting films in magnetic field may
exhibit a saturated, but nonzero resistance much smaller
than the normal state at low temperature. This is a widely
observed phenomenon that manifests in a diverse number
of physical systems: disordered thin films [1–8], Josephson
junctions arrays [9,10], artificially patterned superconduct-
ing islands [11], and interfacial superconductivity [12]. It is
underappreciated how anomalous this otherwise simple
behavior is. The natural behavior of bosons in the limit of
zero temperature is either condensed or localized. But here,
due to the low resistance of the sample and the obvious
manifestation of the superconducting transition, one requires
the presence ofCooper pairs thatmove diffusively even in the
apparent limit of zero temperature. In our below work we
assume that this anomalousmetal phase has been established
by these previous experiments.
Although observed ubiquitously, the nature of this

anomalous metal is still unclear [4,13–19]. It was observed
in previous experiments [8] that its optical response is
characterized by a very narrow conductance peak with a
width that is orders of magnitude less than the normal state
scattering rate (which is typically∼100 THz). It was shown
that over short timescales the system possesses a frequency-
dependent phase stiffness [8], indicating that superconduct-
ing correlations are retained on small timescales and length
scales. But how this is possible in a zero temperature
dissipative phase, and to what extent this state’s phenom-
enology is different from conventional metals, is unclear.
In this work, we have performed broadband micro-

wave measurements of frequency, temperature, and field

dependence of the complex microwave conductance on a
low-disorder 2D superconducting InOx film. These mea-
surements have been extended to the very low field regime
when samples are still highly conductive, giving unprec-
edented insight into how this anomalous metallic state
develops from superconductivity. We show that even at
small magnetic fields, although the superconducting delta
function is retained, the low frequency dissipative modes
almost immediately form. With further applied field the
delta function is suppressed, leaving only the dissipative
peak. Among other aspects we demonstrate that although
on some level this anomalous metal can be characterized
as a high mobility metal, the system possesses no cyclo-
tron resonance, which is a ubiquitous feature of high
mobility metals with conventional electrons. Our obser-
vation has much in common with recent observations that
the anomalous metal state has—over a range of fields—no
Hall effect [20]. Taken together, these works show that the
anomalous metal state has an emergent particle-hole
symmetry, that although was previously considered to
be a property of the superconductor to insulator transition
(SIT) [21] quantum critical point [5,27] is exhibited here
over an entire intervening phase.
In Fig. 1(a), we show two terminal dc sheet resistance

R=□ measured in the Corbino geometry as a function of
temperature. The resistance as a function of field at the
low temperature of ≈0.4 K is presented in Fig. S3 of
Supplemental Material (SM) [28]. One can see the char-
acteristic phenomenon of the anomalous metallic phase
[28] with apparently finite resistances persisting to the low
temperature limit. The “mean field” superconducting tran-
sition temperature Tc0 scale at zero field is estimated to be
about 2.5 K. As the magnetic field increases, the low
temperature (≪ Tc0) resistance departs from the zero-field
curve and at base temperature (0.38 K) first becomes
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distinguishable from zero above ≈2 T (see Fig. S3 in SM
[28]), which gives us an estimate for the critical field for the
superconductor-to-metal transition Hsm. For fields above
2 T, the temperature dependence is weak as T → 0, and the
resistance appears to saturate at finite values much smaller
than the normal state. For 4, 6, and 7.5 T, a weak insulating
dependence develops around Tc0, but the resistance still
decreases and then levels out at low T. It is important to
note that this is likely only a true phase transition in the
limit of zero temperature and that any 2D superconductor in

magnetic field is expected to have a small (but possibly
undetectable) resistance at finite temperature.
In Figs. 1(b) and 1(c), we show the real (G1) and imaginary

(G2) parts of the complex conductance at the base temper-
ature at different fields on log-log plots. These data were
measured in a novel broadband Corbino spectrometer [31]
down to 0.38 K. Zero-field data were used as a super-
conducting short calibration standard by assuming the
imaginary part is ideal [31]. At zero field, the real part has
presumably the response of a Dirac delta function given by
G1ðωÞ ¼ ½ðπnse2Þ=ð2mÞ�δðωÞ, the spectral weight (e.g., the
integrated area) of which corresponds to superfluid density
ρs. By Kramers-Kronig consistency, the imaginary part
G2ðωÞ ¼ ½ðnse2Þ=ðmωÞ� ¼ ½ð2e2Þ=ðπℏÞ�½ðkBTθÞ=ðℏωÞ�.
Here one can rewrite the spectral response in terms of a

phase stiffness Tθ, which is the energy scale to put a twist in
the phase of the superconducting order parameter. With the
presence of small external field, the real part immediately
obtains a finite value at finite frequency alongside the delta
function, which is retained over some range in field (the
latter inferred from the vanishing dc resistance). Consistent
with this, the imaginary conductance deviates from a 1=ω
dependence at low frequencies, which can be interpreted as
suppressed long-range phase coherence. The high fre-
quency response near 8 GHz retains its 1=ω dependence
but with reduced magnitude. For fields just below 1 T,G2 is
flat over almost a decade of frequencies, which further
suggests that multiple conductance channels exist and a
single Drude term or a 1=ω dependence is insufficient to
account for the low frequency response. Above Hsm, the
imaginary part develops a broad maximum that was pre-
viously interpreted to indicate the fluctuation frequencyΩ [8]
on the approach to the superconductor-metal transition.
Notably, as the narrow low frequency peak in G1

decreases in magnitude and broadens, to within experi-
mental uncertainty, it does not shift from zero frequency.
If the dissipative state above Hsm were a conventional
high mobility metal, one would expect to observe classical
cyclotron resonance whereby a finite frequency peak will
be exhibited in G1. Cyclotron resonance in which charges
undergo periodic orbits in magnetic field is an essential
property of conventional metals. Classically, this resonance
frequency is expected to be ωc ¼ eB=m. In a Galilean
invariant system, via Kohn’s theorem [40] this frequency is
expected to be unchanged by interactions with an inferred
mass m equal to the bare electron mass (me) itself. In low
density 2DEGs with Fermi wavelengths much larger than
the lattice constant, an approximate Galilean invariance is
obtained and m is found to be the band mass [41,42]. From
a minimal fitting of the complex conductance using the
expression for semiclassical transport [43], we can set an
upper bound on the cyclotron resonance to be less than
65 MHz at 6 T. This is an exceedingly small number and in
the context of semiclassical transport implies an effective
mass greater than 2500me or internal effective field that is
1=2500 of the applied field. Therefore, we ascertain that to

FIG. 1. (a) Temperature dependence of the dc sheet resistance
under different magnetic fields. (b),(c) Complex sheet conduct-
ance at base temperature on a log-log scale. (b) Real part G1. G1

(H ¼ 0 T) is not plotted, but can be found in Fig. 2. (c) The
corresponding imaginary part.

PHYSICAL REVIEW LETTERS 120, 167002 (2018)

167002-2



within our experimental uncertainty the anomalous metal
state has no cyclotron resonance.
The spectra can in principle be fit to a combination of

three phenomenologically assigned terms: a zero frequency
delta function, a finite width peak centered at zero
frequency that is characteristic of the anomalous metal,
and a broader background (see SM [43] for a decom-
position). In the fits these contributions are modeled as
classical Lorentzians [43]. Figure 2 shows the fitting
at 6 characteristic fields. In the superconducting state
[Figs. 2(a)–2(c)], the imaginary conductance exhibits a
diverging trend as frequency goes to zero. This observation
can be related to the existence of the delta function in the
real conductance. For small, but finite field (say 0.8 T), the
contribution of multiple features in the spectra is apparent.
In the superconducting regime, we fit the spectra to the
three terms, and in the anomalous metal, only two. In the
superconducting state, the presence of very small, but still
finite width to the “delta” function contribution (say due to
finite temperature) does not affect these fits, as any width is
below the low frequency end of the spectrometer and
indistinguishable from a delta function. In the anomalous
metal, the delta function is obviously absent and the
imaginary part extrapolates to zero at zero frequency.
However, the conductance has non-Drude line shape, as

demonstrated in Fig. 2(e) for 4 T where the imaginary part
is almost flat from 1 to 8 GHz. These data fit well with a
Drude term of the width of ∼8 GHz and a much narrower
term (∼1 GHz wide) which compensates the imaginary
part at higher frequencies. In the metallic regime, it is not
clear if one should interpret the spectra as truly the sum of
two channels, or if the transport is single channel and the
fits should be considered only phenomenological.
However, given these fits it is interesting to see how

the spectral weight of the various features evolves as a
function of field. In phase models, the spectral weight
can be identified with a phase stiffness (Tθ), which
one finds by multiplying the plasma frequency [43]
squared by ½ℏ=ð2kBGQÞ� (with the quantum of conductance
GQ ≡ 4e2=h) to get the stiffness in the units of degrees
kelvin. In Fig. 3, we plot the spectral weight of the delta
function, the low frequency dissipative conductance, and
the total as a function of field. The spectral weight of the
low frequency dissipative conductance was obtained by
integrating it up to 10 GHz.
With small applied field the spectral weight of the delta

function falls extremely quickly with field. Although part of
the spectral weight is transferred to the low frequency peak,
the rest is not and presumably goes to energy scales of order
the normal state scattering. By the time the metallic state is

FIG. 2. Complex conductance fits for (a) 0 T, (b) 0.8 T, (c) 1.5 T, (d) 2.5 T, (e) 4 T, and (f) 6 T. Panels (a)–(c) are on log-log scales while
panels (d),(e) only have the vertical axis on log scale to show dc data. The black triangle represents the comeasured dc data. Models used
in the fitting are described in the text.
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being approached near 2 T, the delta function spectral weight
has been suppressed to very small values. The transition to
anomalous metal state occurs by suppressing the delta
function altogether and leaving behind the anomalous low
frequency peak as the dominant conducting channel at lowω.
Our observation of no cyclotron resonance is consistent

with recent transport experiments by Breznay and
Kapitulnik on InOx and TaNx thin films [20]. They report
that the Hall resistance of InOx is indistinguishable from
zero upon entering the anomalous metal regime at ≈2.0 T
and remains indistinguishable from zero up to a higher
field scale that is still within the anomalous metal region.
We speculate that in the two component decomposition of
our spectra, the narrow low frequency component exhibits
no Hall response and the crossover to a regime with Hall
response occurs when a broader feature (which we associate
with the normal state) starts to dominate the spectrum.
These results suggest that the anomalous metal state itself
has a robust particle-hole symmetry. Previously it was
suggested in Ref. [27] that the SIT quantum critical point
had an emergent particle-hole symmetry that ensured that
the pseudo-Lorentz force was zero at the transition giving
zero Hall effect and a vanishing cyclotron resonance.
Working from the perspective that here the critical point
of the SIT broadens into a phase, it appears that the
anomalous metal exhibits a similar symmetry. We should
point out that a particle-hole symmetry as such is not
conventionally a property of superconductors themselves. In
the flux-flow regime, superconductors show a Hall response
[46–48] that depends on the details of the vortex damping.
Even in the fluctuation regime above Tc particle-hole
symmetry appears to be broken by terms that depend on
the derivative of the density of states with energy [49,50],
giving the Aslamazov-Larkin superconducting fluctuation

contribution a finite Hall effect. However, note that although
a corresponding cyclotron resonancelike energy scale can
be defined in such calculations, it is expected to be larger
than the normal metal cyclotron resonance by a factor of kFl
[51] and, moreover, does not necessarily result in a
resonance [52]. Therefore, the particle-hole symmetry
encountered here requires further perspective. It would be
interesting to consider older theories [13,15,16,19] in the
context of these newer experiments.
Our observations are in part reminiscent of the phenom-

enology of composite fermions of half filled Landau levels
in 2D electron gasses. In such systems a cyclotron
resonance mode is found that depends not on the applied
magnetic field but instead an effective magnetic field Beff ,
which is the physical applied field minus a Chern-Simons
field [53]. The cyclotron resonance disappears at fields
that correspond to even-denominator Landau level filling
fractions [54]; however, the actual physical Hall effect
remains finite. In contrast, in the present case the cyclotron
resonance is absent over a range of fields and the Hall effect
vanishes. Connection of the theory of composite fermions
to the SIT quantum critical point and intervening metals
have been recently made [18]. We point out in this regard
that the density of charges at the transition is of order the
number of vortices (see Fig. S8 in SM [43]).
Recently, Davison et al. employed a hydrodynamic

approach and memory matrix formalism to calculate the
dynamical conductivity of a phase fluctuating supercon-
ductor in the incoherent limit [17]. With strong time-
reversal and parity symmetry breaking, the dynamical
conductivity is allowed to have a supercyclotron resonance
mode at ω⋆ ¼ ΩH − iΩ. This mode is allowed if the vortex
current Jv ≡ nvqvvv has a downstream component with the
supercurrent Js ≡ ρsvs, other than a transverse component
due to the superfluid Magnus force [47]; i.e., FM ¼
−qvρsðvs − vvÞ × ẑΦ0 for a single vortex with vorticity
qv in S.I. unit. The downstream vortex current then
generates an emergent transverse electric field that bends
the path of the supercurrent. Our data constrain ΩH to be
less than ∼65 MHz, which implies that the downstream
component is much smaller than the transverse component
that dominates vortex dynamics.
In this work, we have investigated the low frequency

dynamical conductivity of a thin superconducting film in
the vicinity of the superconductor-to-metal transition.
Remarkably, the system possesses no cyclotron resonance,
which is a ubiquitous feature of high mobility metals
composed of conventional electrons. Our observation taken
with that the anomalous metal state has—over a range of
fields—no Hall effect [20] shows an emergent particle-hole
symmetry. This was previously considered to be a property
of the SIT quantum critical point, but here is exhibited over
an entire intervening phase. The anomalous metal should
be considered a unique state of matter, which cannot be
understood in terms of the conventional theory of metals.

FIG. 3. Spectral weight from fits in the units of kelvin for the
delta function and Drude terms. Blue and red correspond to the
superfluid (delta function) and the slowly decaying component,
respectively. The sum of the total spectral weight is in black. The
spectral weight for component 2 at 0.05 T is not plotted because
the real part of conductance falls below sensitivity. See Fig. S6 in
SM [43] for details.

PHYSICAL REVIEW LETTERS 120, 167002 (2018)

167002-4



This work at JHU was supported by NSF DMR-
1508645. Work at the Weizmann Institute was supported
by the Israel Science Foundation (ISF Grant No. 751/13)
and The United States-Israel Binational Science
Foundation (BSF Grant No. 2012210). We would like to
acknowledge A. Finkelstein, S. Hartnoll, A. Kapitulnik,
S. Kivelson, M. Mulligan, S. Parameswaran, P. Phillips,
and S. Raghu for helpful conversations.

[1] H.M. Jaeger, D. B. Haviland, B. G. Orr, and A.M. Goldman,
Phys. Rev. B 40, 182 (1989).

[2] A. Yazdani and A. Kapitulnik, Phys. Rev. Lett. 74, 3037
(1995).

[3] D. Ephron, A. Yazdani, A. Kapitulnik, and M. R. Beasley,
Phys. Rev. Lett. 76, 1529 (1996).

[4] N. Mason and A. Kapitulnik, Phys. Rev. Lett. 82, 5341
(1999).

[5] M. A. Paalanen, A. F. Hebard, and R. R. Ruel, Phys. Rev.
Lett. 69, 1604 (1992).

[6] J. A. Chervenak and J. M. Valles, Phys. Rev. B 61, R9245
(2000).

[7] Y.-H. Lin, J. J. Nelson, and A. M. Goldman, Phys. Rev. Lett.
109, 017002 (2012).

[8] W. Liu, L. D. Pan, J. Wen, M. Kim, G. Sambandamurthy,
and N. P. Armitage, Phys. Rev. Lett. 111, 067003 (2013).

[9] H. S. J. van der Zant, F. C. Fritschy, W. J. Elion, L. J.
Geerligs, and J. E. Mooij, Phys. Rev. Lett. 69, 2971 (1992).

[10] Z. Han, A. Allain, H. Arjmandi-Tash, K. Tikhonov, M.
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