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Long-lived transitions occur naturally in atomic systems due to the abundance of selection rules
inhibiting spontaneous emission. By contrast, transitions of superconducting artificial atoms typically have
large dipoles, and hence their lifetimes are determined by the dissipative environment of a macroscopic
electrical circuit. We designed a multilevel fluxonium artificial atom such that the qubit’s transition dipole
can be exponentially suppressed by flux tuning, while it continues to dispersively interact with a cavity
mode by virtual transitions to the noncomputational states. Remarkably, energy decay time 7'; grew by
2 orders of magnitude, proportionally to the inverse square of the transition dipole, and exceeded the
benchmark value of 7, > 2 ms (quality factor Q; > 4 x 107) without showing signs of saturation. The
dephasing time was limited by the first-order coupling to flux noise to about 4 us. Our circuit validated
the general principle of hardware-level protection against bit-flip errors and can be upgraded to the 0 — z
circuit [P. Brooks, A. Kitaev, and J. Preskill, Phys. Rev. A 87, 052306 (2013)], adding protection against

dephasing and certain gate errors.
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Introduction.—Circuit quantum electrodynamics (QED)
is a leading platform for quantum information processing
because of the naturally strong interaction between super-
conducting circuits and microwave photons [1,2]. A draw-
back of strong interactions is energy decay. The coherence
time of state-of-the-art transmons and their variants is
currently limited by the surface loss to about 100 us [3].
This in turn reduces gate fidelities and complicates the
realization of quantum error correction (QEC) algorithms
[4-7]. A tempting alternative to QEC is protection at the
hardware level [8,9]. Here the state of a qubit remains
unchanged by the environment due to special symmetries
and/or topologies of the underlying (typically many-body)
host system Hamiltonian. This approach is particularly well
suited for superconducting circuits because of the flexibility
in constructing designer Hamiltonians out of inductors,
capacitors, and Josephson junctions [10-13]. Topological
quantum computing with quasiparticles of p-wave-type
superconductors is another example of this idea [14].
Irrespective of which approach appears more viable, the
future quantum computer will likely combine error correc-
tion at both the hardware and software levels [15].

Two types of errors need to be eliminated: bit flips
(energy decay) and phase errors (dephasing). The simulta-
neous correction of both errors is hard, because their
operators do not commute. For this reason, early experi-
ments on QEC focused on heavily simplified codes
correcting bit flips only [16,17]. For hardware-level pro-
tection, the challenge consists of building complex multi-
junction circuits with conflicting constraints [18]. The few
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previous experiments obtained encouraging data results
with Josephson “rhombi” circuits [19,20], yet the demon-
stration of the superiority of a protected design over a
conventional one, even with respect to a single error type,
was still missing. A natural way forward is to simplify the
circuit design and explore protection against bit flips only,
especially given that energy decay is the limiting factor for
circuit QED. Here we accomplished this key step by
harnessing the interplay between plasma oscillations and
flux tunneling in a fluxonium circuit [21].

The principle behind the protection of any quantum
system against energy decay is as follows [8,22]. The two
qubit states must have weakly overlapping wave functions,
such that the transition matrix element of any local operator
is suppressed. In atomic physics, these are called transition
dipoles. A protected superconducting qubit thus draws
analogies to selection rule suppressed (or forbidden)
transitions of natural atoms, which play crucial role, e.g.,
in atomic clocks [23]. However, it is not clear a priori if
selection rules can help to extend the lifetime of macro-
scopic superconducting systems. Circuit QED involving
forbidden transitions has not been explored.

We designed circuit parameters to combine both
“forbidden” transitions (small dipole associated with sup-
pressed flux tunneling) and ‘“allowed” transitions (large
dipole associated with plasma oscillations) in a single
artificial atom. Moreover, the transition dipoles can be
flux-tuned without significantly modifying the frequency.
We show that qubit transitions of a fluxonium can still
dispersively interact with a cavity mode even if the
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transition dipole is zero. This purely longitudinal inter-
action occurs via the virtual excitation of the allowed
transitions to higher circuit states. Using this novel effect,
we measured the energy decay time 7, of a qubit as a
function of its transition dipole. A reduction of the dipole
by a factor of 10 results in the enhancement of 7; by a
factor of 100, in full agreement with the textbook theory of
spontaneous emission [24]. The energy decay quality factor
Q,; reached the value of Q; > 4 x 107 (T, > 2 ms for a
qubit at 3.3 GHz) without signs of saturation, surpassing
the best environment-limited transmons by an order of
magnitude.

Forbidden transition in a fluxonium.—Compared to the
original fluxonium, here we have replaced the single weak
junction with a flux-tunable split junction, which is required
to separate frequency tuning from transition dipole tuning.
The circuitis now coupled capacitively to a 3D copper cavity
using a millimeter-size antenna [Fig. 1(a)]. The resulting
modified fluxonium can also be viewed as a 3D transmon
shunted by a large linear inductance of a Josephson array
[Fig. 1(b)]. The circuit Hamiltonian [25] is defined by the
inductive energy of the Josephson chain E;, the charging
energy of the total capacitance E., and the variable
Josephson energy of the split junction E;(¢;), as well as
by the two fluxes ¢; and ¢, piercing the split junction and
the main loops, respectively. The generalized flux ¢ in the
inductance is a positionlike quantum variable of the circuit
(we take all fluxes in units of #/2e). It moves in an effe-
ctive potential given by U(¢) = E, ¢?*/2 — E,;(¢h,) cos[p+
¢s(p1) = ¢2). where E,(¢) and ¢,(¢) are given in
Ref. [25]. Kinetic energy is given by the term 4E-n?, where
n = —id, is amomentumlike continuous variable conjugate

to ¢.

Two distinct transition types emerge in our circuit in the
regime E; /E; < 1 and E;/E Z 10. The former condition
ensures that the potential U(¢) consists of multiple
Josephson wells, whose depth and elevation are tuned
by the external fluxes ¢; and ¢,, respectively. The latter
condition weakens quantum tunneling such that every low-
energy state of the circuit tends to localize inside a single
well [Fig. 1(c)]. The intrawell transitions are called plas-
mons by analogy with plasma oscillations in junctions.
Similar transitions occur in a transmon [26], except that
here a plasmon remains charge insensitive even for a small
value of E;/E. due to the inductive shunt [27]. The
interwell transitions are called fluxons. These are accom-
panied by a twist in the superconducting phase along the
fluxonium main loop by 2z. A fluxon is analogous to the
transition of a flux qubit [28], except that it is about
10?107 times less sensitive to flux noise due to the large
number of junctions in the fluxonium loop [29]. As long as
the two adjacent wells are offset against each other, the two
states connected by a fluxon would have a vanishing
overlap [30]. A fluxon is therefore a forbidden transition
in the sense that any operator O(¢) would have an
exponentially small matrix element for a sufficiently large
ratio E;/ E. By contrast, plasmons are allowed [Fig. 1(d)],
because their transition dipoles, naturally defined as matrix
elements of ¢, are all near unity for a broad range of values
of E;/Ec [31].

Circuit QED with a forbidden transition.—Because the
transition dipole vanishes, the transverse interaction of a
fluxon with a cavity mode at E;/E-> 1 is negligible.
How could such a transition be explored within the
framework of conventional circuit QED? We found that
there is a purely dispersive longitudinal interaction between
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FIG. 1.

Josephson energy E; (GHz)

(a) Images of a double-loop fluxonium device in a 3D cavity. The antenna is directly connected to the split junction. (b) Circuit

models of a double-loop fluxonium atom (top) and its coupling to a 3D copper cavity (bottom). (c) Lowest four energy levels of the atom
accurately positioned in the double-well potential profile U(¢), along with their calculated wave functions. (d) The interwell fluxon transition
0-1 [magenta arrow in (c)] has a vanishing transition dipole (0|¢|1) and hence is of the forbidden type. The intrawell plasmon transitions 0-2
and 1-3 [blue and red arrows in (c), respectively] by contrast have transition dipoles of the order of unity and are thus of the allowed type.
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the two in the form of H;, = yo.a’a, where a (a') is the
photon annihilation (creation) operator and o, is the
fluxonium Hamiltonian projected onto its two eigenstates
connected by a fluxon [25]. The origin of a nonzero
dispersive shift y can be understood as follows. In the
state 0, which can be approximately viewed as the vibra-
tional ground state of the lower well, fluxonium shifts the
bare cavity resonance by an amount y,, due to virtual
excitations of the lower-well (blue) plasmon. The shift y,
grows as the plasmon frequency approaches the cavity
resonance and has a relatively large magnitude similar to
that of a typical transmon qubit. Analogously, the state 1
shifts the cavity by an amount y;, due the higher-well (red)
plasmon. Since the lower- and higher-well plasmons have
different frequencies, y, # y;, giving rise to a nonzero
dispersive shift y = y; — yo. Quantitatively, the values of
Xo(1) are found by summing contributions from virtual
excitations of every transition starting from the states 0(1),
and, in general, there is no reason for the two to be
equal [25,32].

Model validation by spectroscopy.—The spectrum of our
artificial atom is revealed by a two-tone transmission
spectroscopy signal measured as a function of the spec-
troscopy tone frequency and the current in the external coil
that creates a global flux bias (Fig. 2). The readout tone was
irradiated near the cavity’s resonance at 10 GHz. Because
of linearity of the coil, it is safe to assume that
@12 = P1olcoi, Where I is the coil current and g,
are flux coupling constants. The two observed resonances
vary with the coil current in a sophisticated quasiperiodic
manner (Fig. 2). Nevertheless, the two fit remarkably well
to the numerically obtained lowest transitions of the circuit
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FIG. 2. Transmission near cavity resonance (scale not shown)
as a function of the coil current and spectroscopy tone
frequency. Cavity resonance is off the scale at about
10 GHz. Dashed lines represent a fit to the circuit model in
Fig. 1(b) (see the text). Left inset: An enlargement of the
smallest fluxon-plasmon splitting region. Right inset: Measured
values of the seven splittings visible in the plot vs the extracted
value of E}/ Zin frequency units.

Hamiltonian involving only six adjustable parameters: E,
Ep, E; ., E;,, pi, and f,. Here E; , are the Josephson
energies of the two junctions in the SQUID. Transition
dipoles can now be accurately calculated using the
extracted model parameters [25].

Let us illustrate the essential spectral features of Fig. 2.
The quasiperiodicity of the spectrum as a function of the
coil current corresponds to changing the external flux in the
main loop by a flux quantum, i.e., ¢, = ¢, + 27. The
SQUID loop has a much smaller area and hence a much
larger period. The point of inversion symmetry of the
spectrum at /., ~45.5mA corresponds to biasing the
SQUID loop with a half a flux quantum, i.e., ¢, = 7,
and the Josephson energy E;(¢) =)= |E; —E,,|
reaches its minimum. The separation of the spectrum into
fluxons and plasmons is particularly apparent in the region
38 mA < I ; < 42 mA. The weakly flux-dependent tran-
sition with multiple sweet spots (flat in external flux) is the
lower-well plasmon. Because of the presence of the
inductive shunt, the plasmon’s frequency is not a mono-
tonic function of E;, although it reduces with E; on
average. The transition that changes linearly with the coil
current in a zigzag pattern is a fluxon. The avoided
crossings correspond to a full hybridization of a fluxon
with a plasmon (Fig. 2, left inset). The frequency splitting
quantifies the strength of interwell transitions, varying from
100 MHz at I.; = 38.56 mA, where a fluxon is well
defined, to over 1 GHz near ¢p; = z, where this notion
becomes vague. The top inset in Fig. 2 illustrates that, at
sufficiently large values of E;, the logarithm of the splitting
scales as E}/ 2, in agreement with the WKB description of
tunneling.

Demonstration of protection.—Controlled inhibition of
energy decay in our circuit is most clearly demonstrated by
measuring the lifetime of the lowest O—1 transition as we
tune the coil current through the plasmon-fluxon anticross-
ing, shown in the lower inset in Fig. 2. Indeed, we observed
a drastic enhancement of the 7| time from 7; < 10 us
at the plasmon side to 7| > 1 ms at the fluxon side
[Fig. 3(a)]. To interpret the data quantitatively, we turned
to the model of dielectric loss, commonly encountered in
transmon qubits [3]. This model echoes the observed
enhancement of 7| and requires the bounds on the effective
loss tangent of the total capacitance shunting the split
junction to lie between 2 x 107 < tana < 2 x 1076, For
the same range of coil currents, we plot the calculated
dispersive shift y, which remarkably does not drop sig-
nificantly at the fluxon side of the anticrossing [Fig. 3(b)].
The measured dispersive shift, extracted from the Rabi
oscillation amplitude, agrees reasonably well with a theo-
retical expression [25], without adjustable parameters. In
sharp contrast, the dispersive shift, calculated taking into
account only the states 0 and 1, drops rapidly with the
increase of 7’|, emphasizing the importance of plasmons in
creating the dispersive shift for fluxons.
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Rabi oscillations along with z-pulse echo experiments
demonstrate that a fluxon remains coherent even when its
transition dipole is suppressed to the extent that 7y > 1.5 ms
[Fig. 3(c)]. The coherence time 75, given by the character-
istic decay time of the echo signal, is given by 7, &~ 4 us and
is limited by the first-order flux noise in the main loop, with a
standard level of approximately 10-°®,/+/Hz at 1 Hz. The
decay of the readout signal following a 7 pulse on a qubit fits
the exponential function well, and repeated experiments did
not produce more than a factor of 2 variation of 7; within
about one hour [Fig. 3(c), inset]. This leads us to believe that
the fluctuation of 7'; values in Fig. 3(a) occur on longer than
a one hour timescale.

As a central point of our work, we have collected energy
decay times for the qubit transition taken at a number of
special values of I, such that the transition dipole dy,
given by dy; = (0|¢|1), vastly varies, while the transition
frequency is confined to a narrow interval of 3.5-4.5 GHz.
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FIG. 3. (a) The measured lifetime 7'; of the 0-1 transition

(markers) and its frequency (solid line). Dotted lines are the
dielectric loss prediction corresponding to the loss tangent values
of 2x 107 and 2 x 107°. Measured dispersive shift (blue
markers) and calculated dispersive shifts, taking into account
all transitions to higher levels (solid line) and only states 0 and 1
(dashed line). Note that y decreases much slower than 7| grows.
(b),(c) Example of time-domain data: the Rabi oscillation trace
(red), z-pulse echo trace (green), and energy relaxation trace
(blue) all measured simultaneously with an interleaved pulse
sequence. The inset shows repetitive measurements of 7 during
a period of about one hour.

All such transitions lose energy to essentially identical
environments. Therefore, Fermi’s golden rule predicts that
at a zero temperature 1/7T}70 o (d;)? for an arbitrary
linearly coupled environment. Our data obey this simple
scaling for the values of 7| spanning a remarkable range of
over 2 orders of magnitude [Fig. 4(a)]. Despite some
fluctuations, the data clearly show that the dramatic
enhancement of 7'y of a qubit occurs solely due to the
reduction of its transition dipole. Because the suppression
of dy; deep in the fluxon regime has no classical analog, the
observed scaling evidences that the energy decay occurs by
a spontaneous emission rather than by a thermal activation.
Data for the neighboring 2.5-3.5 GHz frequency range,
including relaxation of the 2—1 transition [25], confirms our
conclusion [Fig. 4(b)].

The only known nonlinear loss mechanism in which
coupling to the bath cannot be described using the matrix
elements of ¢ is quasiparticle tunneling across the small
junctions [33,34]. The effective transition dipole dff
responsible for the coupling to quasiparticles involves a
more complex operator function of ¢ and depends on
external flux [25]. However, replotting the energy decay
times against this quantity [Figs. 4(c) and 4(d)] shows that
coupling to quasiparticles is suppressed just as well as
coupling to a linear bath. This is because a fluxon transition
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FIG. 4. Measured energy decay times for transitions 1-0 (blue)
and 2-1 (red) taken from a narrow range of frequencies plotted
against the calculated values of the corresponding transition
dipole squared. Dashed lines illustrate Fermi’s golden rule
predictions for dielectric loss (a),(b) and quasiparticle loss (c),
(d) using the expressions for their respective quality factors
defined in Ref. [25].
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is forbidden from any local bath by the vanishing overlap of
the qubit states wave functions [see Fig. 1(c)].

Conclusions.—The suppression of transition dipoles
necessarily decouples a qubit from both the external drive
and other circuits. The ultimate way around this is to
perform gate operations in an unprotected regime and
quickly return, e.g., by fast flux tuning, to the protected
regime. An important component of the present work was
our demonstration that dispersive coupling to a cavity mode
can be arranged in the protected regime using transitions to
higher states of the atom. As for the external driving, we
used a higher rf power to obtain a sufficiently high Rabi
frequency in the range 1-2 MHz. We stress that this
relatively slow Rabi frequency was due to an excessive
(exponential in qubit-cavity detuning) filtering of the drive
signal by a 3D microwave cavity and can be improved in
the future.

Our experiment demonstrated for the first time that the
energy decay time in a macroscopic artificial atom can be
extended into the millisecond range by a controlled
suppression of the overlap of the qubit state wave functions.
Although the present scheme was not designed to protect
against flux noise, we kept the condition 7, > 4 us at the
most flux-sensitive spot thanks to the large inductance of
fluxonium. Complete protection against flux noise can be
tested by upgrading the present device to the Brooks-
Kitaev-Preskill “0 — z” qubit, which requires capacitive
coupling of two fluxoniums with enhanced shunting
inductors [13]. The current design can be utilized in
experiments where moderate gate fidelity suffices but a
broad range tuning of transition frequencies and/or dipoles
can be useful, for instance, in quantum annealing or
thermodynamics.

We thank Nathanaél Cottet for fruitful discussions and
acknowledge funding from U.S. National Science
Foundation CAREER award (DMR-1455261) and ARO-
MURI “Exotic states of light in superconducting circuits
(WI911NF15-1-0397).”

Note added.—Recently, we became aware that an experi-
ment on protected fluxoniums complimentary to ours [35]
reported similar conclusions.
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