
 

Highly Charged Rydberg Ions from the Coulomb Explosion of Clusters
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Ion emission from a nanoplasma produced in the interaction of intense optical laser pulses with argon
clusters is studied resolving simultaneously charge states and recoil energies. By applying appropriate
static electric fields we observe that a significant fraction of the ions Arqþ (q ¼ 1–7) has electrons with
binding energies lower than 150 meV; i.e., nRyd ≥ 15 levels are populated. Charge state changes observed
on a μs time scale can be attributed to electron emission due to autoionizing Rydberg states, indicating that
high-l Rydberg levels are populated as well. The experiments support theoretical predictions that a
significant fraction of delocalized electrons, which are bound with hundreds of eV to the nanoplasma after
the laser exposure, fill up meV bound ion states in the adiabatic expansion. We expect the process to be
relevant for the long-term evolution of expanding laser-induced dense plasmas in general.
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Since early studies by McPherson et al. [1] nanoparticles
have served as model targets to study the interaction of
finite many-body systems with strong laser fields. Their
features are high energy absorption [2], emission of fast
electrons [3,4], energetic and highly charged ions [5–7], as
well as soft and hard xray photons [8,9]. To explain these
phenomena, quasiclassical molecular dynamics simulations
are extensively used [10,11]. A variety of effects have been
discussed like charging dynamics, expansion, cooling of
the nanoplasma, or the directed emission of fast electrons
due to resonantly driven collective excitations [12,13].
Recently, spatiotemporal control of electron emission up
to keV energies was achieved on attosecond time scales by
two-color fields [14].
It is generally accepted that the interaction of clusters with

intense optical laser pulses (IL ∼ 1013–1016 W=cm2) can be
described in a simplified representation by amultistepmodel
[11]. In the rising edge of the pulse, electrons are removed
from the cluster by tunnel andbarrier suppression ionization.
Because of the uncompensated positive charge, a mean field
potential builds up. The resulting suppression of direct laser-
induced electron emission combined with heating through
inverse bremsstrahlung and electron impact excitation trans-
forms the target into a hot and expanding nanoplasma.
Within the laser pulse the depth of the confining potential
may reach values of keV trapping the delocalized electron
cloud, see Fig. 1, left. Molecular dynamic simulations show
that during the expansion the overwhelming majority of
initially hot electrons in the plasma cloud does not recom-
bine into core levels of multiply charged ions, but appears to
be bound with energies less than 50 meV [15]. Hence, an
ensemble of highly charged Rydberg ions might be formed,
see Fig. 1, right. In a way, the mechanism resembles the
formation of Rydberg atoms in an expanding ultracold
neutral plasma [16]. In the present studies, the formation

of highly chargedRydberg ions is the focus. The existence of
weakly bound electrons in neutrals and weakly charged ions
up toq ¼ 2 fromclusterCoulombexplosion (CCE) has been
demonstrated before by photoelectron studies [17,18].
However, so far it is neither clear whether a Rydberg
compound is formed in case of stronger cluster charging,
nor how the occupation of Rydberg states influences the
experimental observables. Simulations predict that field
ionization by spectrometer extraction fields might have a
severe impact on themeasured charge state distribution [15].
In order to resolve these issues we investigate the occurrence
of ions with weakly bound electrons (EB < 150 meV)
produced in the CCE. Unlike other studies [17,18] our
diagnostics map the distribution after disintegration of the
nanoplasma into well-separated ions.
In the experiments, we use a previously developed charge-

state resolving ion energy analyzer (CRIEA) in order to
investigate the ion dynamics of the CCE. Its operation
principle is described in detail elsewhere [19]. Shortly after

FIG. 1. Temporal evolution of a laser-induced nanoplasma (left:
directly after laser exposure, right: after plasma disintegration). In
the adiabatic expansion of the plasma ball the delocalized
electrons cool down and the ionic potential flattens. A major
fraction of the initially hot electrons bound by the keV-deep
plasma potential do not recombine into core levels but find
themselves finally in low binding energy states (meV) of highly
charged ions.
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passing collimating slits, ions from the CCE enter a static
magnetic field region where the particles are deflected with
respect to their q=m ratios and kinetic energies. Deflection
and arrival times are resolved using a time and position
sensitive delay line detector. Plotting the impact position
on the detector vs time, time-of-flight–deflection (TOF-
deflection) histograms are recorded from which the energy
and the charge state of the ions can be deduced. To detect ions
with Rydberg electronswe extended the setup by adding two
electric field regions (R1,R2), see Fig. 2. Ions are accelerated
towards the detector by an extraction field inR1, that imprints
their initial charge states into the kinetic energy spectra. A
higher potential drop in R2 is applied to release Rydberg
electrons. The final charge states and energies are analyzed
by the CRIEA. Since the energy gains in R1 and R2 depend
on the ion charge state in each of these regions, the ionswhich
undergo field ionization within R2 can be identified in the
TOF-deflection histogram. Note, that electrons close to the
vacuum level are removed by E1 (to be discussed below).
Clusters are produced by supersonic expansion of

cryogenically cooled Ar gas using a pulsed Even-Lavie
valve [20]. The mean cluster size was estimated using the
empirical Hagena scaling parameter [21]. To ensure colli-
sion-free conditions for the ions when propagating towards
the detector, a differential pumping stage is introduced.
Entering the interaction region the clusters are exposed to
laser pulses at peak intensities of IL ¼ 4 × 1014 W=cm2

within the focus at a central wavelength of 793 nm and a
pulse duration of 180 fs, polarized parallel to the spec-
trometer axis. The extraction unit consists of high trans-
mission meshes separated by 10 and 3 mm, respectively.
We recorded TOF-deflection histograms in two different
acceleration modes. In Fig. 3, left, only the extraction field
(E1 ¼ 100 V=cm) in R1 is applied (see inset). In Fig. 3,
right, an additional but higher field (E2 ¼ 375 V=cm) in R2

releases electrons from highly charged ions (HCIs) nano-
seconds after the laser impact.

Each TOF-deflection histogram includes many features,
which can be unraveled by a comparison to ion trajectory
simulations using SIMION [22]. In Fig. 3, left, strong
double-tail structures correspond to ions with different
charge states. The calculated TOF and deflections of
initially resting ions (Arqþ) are represented by orange
circles. The tails which extend to shorter TOF and weaker
deflection reflect high ion recoil energies (up to 6 keV) and
correspond to Arqþ initially emitted either in forward or
backward direction with respect to the detector (see inset).
When the ionizing field in region R2 is applied (Fig. 3,
right), the double tail structures get shifted in TOF as well
as deflection and their shape is significantly modified: the
tails shrink and the backward emitted ions get focused in
time. Moreover, additional signatures (qF) show up for q ¼
1–6 as indicated by the red circles. We trace this back to
ions having weakly bound electrons. When entering (R2)
the tail of the Coulomb potential is bent by the presence of
the stronger static electric field and loosely bound electrons
are released. Hence, the final velocity of (q) and (qF) differ
by the charge state dependent energy gain the particles
acquire in (R2) resulting in a shift to shorter TOF and
stronger deflection so that the (qF) pattern partially over-
laps with (qþ 1). For example, singly charged ions field
ionized in R2 contribute to feature 1F, see black arrow in
Fig. 3, right. The signals of unaffected and field-ionized
species agree well with the patterns calculated by the ion
trajectory simulations (see up-right inset). Whether more
than a single electron is present in these high lying states
cannot clearly be established. The corresponding signals
would be too close to (qF) to be resolved by the method.
In Fig. 3 additional pronounced features show up at the

stronger deflection marked as (qA). For example, in Fig. 3,
left, the feature 1A appears at the time of flight as Ar1þ
(vertical black arrow) but has a different deflection anglewith
respect to q ¼ 1. The tilt of the corresponding spectrum of
1A, indicated by the dashed green line, identifies these
species as being in a final charge stateq ¼ 2. Similar features
are obtained for all charge states up to q ¼ 5. The signatures
can be attributed to ions emitting an electron in the field-free
region in between the extraction region and electromagnet
(see Fig. 2), hence, a long time after the interaction. The
computed values (blue circles) support these assignments.
We also checked whether double ionization contributes but
no signals are present at the expected positions.
Whereas the yields of species ionized in the field free

region qA can clearly be determined, the signals of field-
ionized ions qF partially overlap with those of the unaffected
ions (see upper inset in Fig. 3, right). In order to obtain an
estimate on the contribution to the total signal of a givenq, we
extract the yields of backward emitted ions. These signals
manifest as nearly vertical lines at longer time of flight anddo
not overlap with the unaffected ions. By taking this as a
quantitative measure we determine the specific yields as a
function of q, i.e., YðqAÞ, YðqFÞ. The result of the analysis is
shown in Fig. 4, left. For the total fraction of ions which

FIG. 2. Schematic view of the experimental setup. Argon
clusters exposed to femtosecond laser pulses undergo Coulomb
explosion. The ion detection system contains a charge-state
resolving ion energy analyzer [19]. To verify the presence of
electrons in high lying states of ions, the original setup has been
extended by an extraction unit consisting of two electric field
regions (R1, R2). In R1, ions are accelerated towards the detector.
The stronger static field in R2, in addition, releases weakly bound
electrons.
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undergo autoionization in the field free region, a maximum
of about 6% is obtained for q ¼ 4. The qF yields as well
depend on the charge state reaching about 10% for q ¼ 5. To
roughly estimate the corresponding binding energy ERyd,
principle quantum number, and orbital radius of the Rydberg
electron,we consider hydrogenlike atoms butwith amultiply
charged core. Figure 4, right, shows the results of a
corresponding quasiclassical calculation. Electrons with
EB < Emin

Ryd are field ionized already within R1. Entering
R2 electronswithEB < Emax

Ryd are freed and the corresponding
ions contribute to YðqFÞ, see Fig. 4. For example, for Ar5þ,
Emin
Ryd and Emax

Ryd span an energy window of roughly 50 meV.
Although only a tiny binding energy range is probed by field
ionization, the contribution to the signal is astonishingly high
(up to 10%).Hence,HCIswithRydberg electrons represent a
considerable fraction of the emitted ions. Our findings
support the theoretical result that in the Coulomb explosion
a significant part of electrons appears to be weakly bound in
the nanoplasma, and on a later stage of the adiabatic
expansion electrons recombine to Rydberg states of the
emitted ions [15]. The experimental findings demonstrate
that the proposed relaxation scenario takes place even if the
cluster constituents are strongly charged, e.g., q up to 7.

In charge exchange studies on high q ions, e.g., passing a
microcapillary foil, electron binding energies in the eV
range have been observed [23]. Our studies verify that a
CCE leads to the formation of species consisting of HCIs
having electrons in meV bound states. The high abundance
suggests that exploding clusters introduce a new approach
to generate exotic particles like electrons in high Rydberg
levels of hollow atoms [1,24]. At such low binding energy,
the size of the orbit in HCIs is on the order of a hundred
nanometers. Hence, CCE undergoes the evolution of a nm-
sized plasma plume into a low density gas, preserving
properties of a Rydberg ensemble. Phenomena like the
Mott transition [25] may be addressed in future studies.
Finally, we would like to address autoionization in the

field-free region of the spectrometer, see Fig. 3. As obtained
in the experiment, the process takes place on a fairly long
time span ranging from several tens of ns to μs depending on
the charge state (see Fig. 5, left). Compared to characteristic
time scales of a CCE (e.g., ps to reach the critical density), the
corresponding average distance in between the constituents
of the expanding nanoplasma is large enough to treat them as
individual particles. Hence, interatomic Coulomb decay [26]
as well as ionization due to dipole-dipole interaction in

FIG. 3. TOF–deflection histograms of energetic ions from the Coulomb explosion of argon clusters (Navg ¼ 3800) exposed to
femtosecond laser pulses (IL ¼ 2 × 1014 W=cm2). The double tail structures stem from the TOF difference of ions emitted towards and
backwards with respect to the detector, see lower insets. Additional static extraction fields allow us to identify products resulting from
autoionization (qA ¼ 1A–5A) as well as field ionization (qF ¼ 1F–6F). Included in the figures are the calculated TOF and magnetic
deflections for ions (circles) initially at rest but different q=m ratios including species which change their charge state on the way to the
detector (orange: q; blue: qA; red: qF). Note, that as qA and qF we designate ions being in charge state q shortly after the coulomb
explosion. At the time of detection they are in charge state (qþ 1). Left: Ions accelerated by only the extraction field (E1 ¼ 100 V=cm)
in region R1, see lower left inset. Autoionization in between the extraction unit and magnet shifts the ions impact position as indicated
for 1 → 1A by the black arrow. Right: As left but with an additional stronger ionization field (E2 ¼ 375 V=cm) in region R2 in order to
field ionize weakly bound electrons in a given energy window, see text. Entering R2 field ionization of singly as well as higher charged
ions gives rise to additional patterns (qF) close to the signature of the unaffected ions. Upper right inset: Calculated patterns produced by
ions with nonzero recoil energy.
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betweenRydberg ions are no potential decay channels. Since
typical radiative lifetimes of electrons in excited states are
on the order of ns, the observed time scale appears to be too
long to allow for anAuger-like decay. Autoionizing Rydberg
states (ARSs), however, as a result of the Coulomb inter-
action in between Rydberg and core electrons, are possible
candidates to explain the experimental observations [27].
ARSs in ions have not been studied yet, in contrast with the
autoionizing Rydberg series 3p5

1=2nl
0 in neutral argon

[28–32]. Calculations predict a n3Ryd dependence of the
lifetime on the principal quantum number n and a l6

Ryd
dependence on the orbital quantum number l [33]. With
respect to this scaling already at nRyd ¼ 13 and lRyd ¼ 12,
the expected lifetime exceeds 200 ns. In the adiabatic cooling
of the nanoplasma, delocalized electrons populate localized
levels of HCIs. Recombination into high-l levels is expected
as well, especially since the number of possible states is
proportional to l. Optical excitation schemes also permits to
reach high nRyd, but high-lRyd states are hardly accessible.
Assuming an increased abundance of electrons in high-lRyd
states when compared to other methods could provide an
explanation for why long livingARSs in argon have not been
observed yet. In order to evaluate the contribution of low-EB
electrons on ARSs, the specific autoionization yields
depending on q are shown in Fig. 5, right, for the two
acceleration field configurations.Obviously, depopulation of
electrons in high Rydberg states by field ionization in R2

shows no substantial influence on the autoionization signals.
That indicates that Rydberg levels with EB > Emax

Ryd are
populated as well. In general, excess energies transferred
to Rydberg electrons in ARSs are significantly higher than
Emax
Ryd [34]. Hence, a considerable fraction of electrons must

populate stronger bound Rydberg levels.

In conclusion, the long-term behavior in the Coulomb
explosion of argon clusters has been studied by means of
charge and energy resolving ion spectroscopy. In the
expansion of the nanoplasma, the interatomic Coulomb
barriers rise and the corresponding spectra show that elec-
trons populate high-nRyd levels of ions charged up to q ¼ 7.
Hence, there is strong evidence that a Rydberg compound is
formed. Significant autoionization is observed as well,
caused by Coulomb interaction in between electrons in
metastable Rydberg and stronger bound levels of Arqþ. Its
exceptional long lifetime suggests that also high-lRyd levels
are populated. However, the exact mechanism of electron
localization into Rydberg states and their further dynamics
remains unsolved and needs a quantum physical treatment.
The described evolution of hot electrons taking place in
clusterCoulombexplosions is not restricted to small particles
but relevant for dense expanding plasmas in general.
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