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We propose a method using solid state detectors with directional sensitivity to dark matter interactions
to detect low-mass weakly interacting massive particles (WIMPs) originating from galactic sources. In
spite of a large body of literature for high-mass WIMP detectors with directional sensitivity, no available
technique exists to cover WIMPs in the mass range < 1 GeV=c2. We argue that single-electron-resolution
semiconductor detectors allow for directional sensitivity once properly calibrated. We examine the
commonly used semiconductor material response to these low-mass WIMP interactions.
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Many astrophysical observations indicate that standard
model particles compose only 15% of the matter in the
Universe [1]. Understanding the nature of dark matter, the
remaining 85%, is of fundamental importance to cosmo-
logy, astrophysics, and high-energy particle physics.
Although weakly interacting massive particles (WIMPs)
of mass 10–100 GeV=c2 have been the main interest of the
majority of direct dark matter detection experiments, recent
signal claims, compelling theoretical models, and the lack
of a convincing signal at those masses have shifted the old
paradigm to include broader regions in the dark matter
parameter space well below 10 GeV=c2 [2].
Direct detection experiments attempt to detect WIMPs

via their elastic interaction with detector nuclei [3]. Since
very-low-energy nuclear recoils and small interaction rates
from these low-mass WIMPs are expected, large-mass
detectors with a very low threshold are desirable. Solid
state detectors, especially those utilizing phonon-mediated
readout technology, have already reached the sensitivities
required to detect these very-low-mass WIMPs or are
braced to do so [4].
Both reducible (environmental) and irreducible (solar

neutrino) backgrounds that may mimic WIMPs affect
WIMP direct search experiment sensitivity. A potential
tool to circumvent these backgrounds is the directionality
of the WIMPs’ signal due to Earth’s motion through their
isothermal halo distribution in our Galaxy. The WIMP
velocity distribution in the lab frame, and hence the
expected direction of the WIMP-induced recoils, varies
daily depending on the angular orientation of the detectors
with respect to the galactic WIMP flux.
Although many experiments propose to track WIMP-

induced recoils using low-pressure gas or even liquid
scintillators, they do not offer low enough energy thresholds

to detect recoils from low-mass WIMP interactions
(< 1 GeV=c2) [5]. Furthermore, low-pressure-gas detectors
require prohibitively large volumes to detect any WIMP
signal. We argue that single-electron-resolution phonon-
mediated semiconductor detectors, such as those in develop-
ment for SuperCDMS and future generation-three dark
matter experiments, are sensitive to the nuclear recoil
direction and can be used for a directional dark matter
search. Our method uses the fundamental processes
involved in nuclear recoil ionization excitation whose
threshold exhibits a strong recoil direction dependence.
Recent progress on phonon-mediated detectors, especially
Neganov-Luke phonon amplification detectors [6], promises
future large-mass semiconductor detectors with single-elec-
tron resolution [7].
Neither experimental data nor an established computa-

tional framework exists to estimate the minimum energy
required to create single electron-hole pair excitations via
nuclear recoil interactions. Based on two recent observa-
tions, we assume that this so-called ionization threshold
correlates with crystallographic orientation in the direction
of the nuclear recoil. First, strong experimental and
theoretical evidence indicates that the ionization threshold,
often referred to as electronic stopping, displays a nonlinear
dependence on the projectile velocity at low projectile
energies due to electronic band structure effects [8–10].
Second, recent time-dependent density functional theory
calculations demonstrate the appearance of an intermediate
band gap state for self-recoils in silicon (Si) that arises
when the projectile occupies an interstitial position, which
serves to modulate the sharp ionization threshold in
insulators [11]. This intermediate “electron elevator” [11]
state enables excitations across the band gap even when the
energy transfer in ion-electron collisions remains below the
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level needed for a direct transition from the valence to the
conduction band [12]. Electronic excitation is thus observed
for projectiles with velocities as low as 0.1 Å=fs [11]
corresponding to an ionization threshold below 15 eV for
an Si projectile. Because this defect state exists due to the
interstitial atom configuration, and the energy level oscillates
as a function of the position of the interstitial, the effective
ionization threshold should depend on the recoil angle. This
energy is comparable to the directionally sensitive threshold
displacement energy (TDE), i.e., the minimum energy
required to eject the recoiling nucleus permanently to a
crystal defect position. Hence, the recoil trajectory, and the
probability of an atom reaching an interstitial position to
facilitate electron-hole pair excitation, should depend on the
recoil angle. Wemodel the variations in the energy landscape
experienced by low-energy recoils via the TDE.
We consider the threshold variation for two common

detector materials, Ge and Si. For both, density-functional
theory (DFT) molecular dynamics (MD) simulations have
previously obtained the average threshold displacement
energy and the direction-specific values in the h100i and
h111i crystal directions [13,14].
To determine the full TDE surface to a high statistical

accuracy, we follow the procedure described in Ref. [15]
with tens of thousands of different recoil directions. Put
succinctly, a 4096-atom Ge or Si simulation cell was
equilibrated at 0.04 K (an upper limit for the experimental
detector temperature), giving all atoms random thermal
displacements. After this, an atom was randomly chosen
within the central eight unit cells of the simulation cell and
given a recoil of energy E in a randomly selected direction
ðθ;ϕÞ in three dimensions, where θ is defined as the polar
angle off the [001] crystal direction and ϕ as the azimuthal
angle from the [100] direction towards [010]. The evo-
lution of the collision sequence thus generated was
simulated for 10 ps, and we analyze possible defect
creation automatically using Wigner-Seitz and potential
energy criteria [15]. For each atom and direction, the
energy E was increased from 2 eV in steps of 1 eV until a
stable defect was created.
The outcome of MD simulations depends crucially on the

interatomic potential used [15,16]. Hence, for the purpose of
this study, we compared several different Ge and Si inter-
atomic potentials with the DFT results. Among the three
tested interatomic potentials for Ge [17–19], the modified
Stillinger-Weber (SW)potential fromRef. [18] reproduced all
of the reported DFT threshold displacement energies [14]
within the error bars, giving us high confidence of a reliable
description of the entire data range. Hence, this potential was
used for all Ge simulations. We have previously shown that,
out of three commonlyusedSi potentials, SW[20] reproduces
the DFTand experimental results the best. Consequently, we
use this potential to calculate the rates in Si.
In total, we simulate about 85 000 directions for Ge and

about 24 000 for Si a total of eight times. Figure 1 illustrates

the average over the resulting threshold displacement
energy surfaces for Ge and Si. The symmetry of the
diamond crystal structure causes the periodicity with
respect to ϕ ¼ 45°, and the zero-point quantum motion
of atoms in the lattice causes the graininess in the plots.
Figure 1 shows that the energy threshold to create a defect
strongly depends on the nuclear recoil direction. The Ge
threshold ranges from 12.5 to 63.5 eV, whereas that for Si
ranges from 17.5 to 63.5 eV.
The expected total WIMP signal rate above the detection

threshold can be calculated by integrating the differential
rate over the recoil angle and recoil energy. In the case of a
charge detector, assuming that the defect and electronic
excitation thresholds are equal, the energy thresholds,
henceforth referred to as Ethðθ;ϕÞ and shown in Fig. 1,
simply provide the lower limit to the integral

RðtÞ ¼
I
4π

Z
Emax
r

Ethðθ;ϕÞ

∂2R
∂Er∂Ωr

dErdΩr: ð1Þ

This rate, measured by a fixed detector on the surface of
Earth, which is moving and rotating relative to the WIMP
halo, should, therefore, exhibit a diurnal modulation, since
Eth is a function of θ and ϕ. Below, we describe our
procedure to calculate this integral.

FIG. 1. Threshold displacement energy surface in different
crystal directions in Ge (top) and Si (bottom) determined from
classical MD simulations illustrated with a Mollweide projection.
These plots represent the averages over the eight threshold
surface data sets. Darker regions correspond to a lower energy
threshold and, hence, a higher differential rate (see Fig. 2).
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Reference [21] gives the integrand in Eq. (1), the
differential interaction rate between halo WIMPs and
detectors for spin-independent interactions, as

∂2R
∂Er∂Ωr

¼ ρ0σχ−nA2

4πmχμ
2
χn

F2ðErÞf̂labðvmin; q̂r; tÞ; ð2Þ

where mχ is the WIMP mass, μχn is the WIMP-nucleon
reduced mass, ρ0 ¼ 0.3 GeVcm−3 is the local dark matter
density, A is the mass number of the nucleus, σχ−n is the
WIMP-nucleon cross section, vmin ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mNEr

p
=2μχn is the

minimum WIMP speed required to produce a nuclear
recoil of energy Er for a given nuclear mass mN , and
F2ðErÞ is the Helm nuclear form factor [22].
Reference [21] gives the Radon transform of the WIMP

velocity distribution as

f̂labðvmin; q̂; tÞ ¼
1

Nesc

ffiffiffiffiffiffiffiffiffiffi
2πσ2ν

p �
exp

�
−
jvmin þ q̂ · vlabj2

2σ2ν

�

− exp
�
−
v2esc
2σ2ν

��
; ð3Þ

where q̂ is the recoil direction in detector coordinates, vlab
is the velocity of the laboratory relative to a stationary
observer, vesc is the circular escape velocity at the Solar
System’s distance from the Milky Way’s center, σv ¼
v0=

ffiffiðp
2Þ is the dark matter velocity dispersion, and Nesc

is a normalization factor. We use v0 ¼ 220 km s−1 for the
circular speed and vesc ¼ 544 km s−1 [21].
Following Appendix B of Ref. [23], we find the total lab

velocity using the contributions due to galactic rotation,
solar motion, Earth’s revolution, and Earth’s rotation. The
calculations assume a detector at SNOLAB coordinates
(46.4719°,81.1868°). The variation in lab-frame speed of
the dark matter gives an ∼6% annual and nearly negligible
diurnal modulation [24].
We calculate signal rates assuming a detector with 1 eV

resolution, 100% detection efficiency, and no backgrounds.
We perform the integration in Eq. (1) over the recoil energy
Er and recoil angle Ωr using 48 time steps on September 6,
2015. The date was chosen to cross-check our differential
rate calculations with those in Ref. [21]. An equidistant
coordinate partition interpolation of the data shown in
Fig. 1 is performed on a grid with 2400 elements in the θ
direction and 4800 in the ϕ direction. For faster compu-
tation, the grid is resampled to a size of 196 608 pixels
using the HEALPix algorithm [25]. We compute a multi-
dimensional Riemann sum over each dimension with 200
sample points for Er and 196 608 for Ωr.
Figure 2 shows the integrated event rate for a WIMP of

mass 300 MeV=c2 and cross section σWIMP-nucleon ¼
10−39 cm2 over the course of one day (September 6,
2015). The mass and cross section were arbitrarily chosen

within the unexplored region in the halo WIMP parameter
space. Also shown in this figure are the angular distribu-
tions of the rates at four different times illustrating the
recoil orientation change with respect to the crystal over the
course of the day. As Earth rotates, more events are detected
at the energy minima than the maxima, which leads to an
integrated rate modulation (in this case, ∼60%) with a
phase imposed by the threshold data in Fig. 1.
We repeated this study for WIMPs covering a mass

range between 230 MeV=c2 and 10 GeV=c2 in Ge and
between 165 MeV=c2 and 10 GeV=c2 in Si. Lighter-mass
WIMPs do not produce stable defects or electron-hole
pair excitation even when traveling at the escape velocity
vesc ¼ 544 km s−1. Figure 3 shows the recoil angular
distribution in Ge at a given time (4:00 on September 6,
2015) for a sample of WIMP masses in this range. As
shown in this figure, larger-mass WIMPs produce a broader
recoil angle distribution. Hence, the integrated signal rate
associated with larger-mass WIMPs is less sensitive to the
crystallographic orientation of the detector. We expect a
smaller event rate modulation for larger-mass WIMPs due
to this effect.
To assess the strength of the signal rate modulation

with respect to the signal mean rate, we perform a

FIG. 2. (Top) Normalized integrated rate with respect to the
mean over one day for a 300 MeV=c2 WIMP at the SNOLAB
site. (Bottom) Angular distribution of the differential rate per
steradian for a nucleon cross section of 10−39 cm2 over one day
for a 300 MeV=c2 WIMP at the SNOLAB site. Each angle plot
corresponds to a local extremum of the integrated rate.
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normalized root-mean squared (rms) modulation integra-
tion over one day:

Rrms;norm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

hRi2Δt
I
Δt
½RðtÞ − hRi�2dt

s
ð4Þ

where hRi is the average value over Δt, which is one solar
day (24 h). The results of these studies are shown in Fig. 4.
We find a clear rate modulation for WIMPs of mass below
1 GeV=c2. As expected, while the signal mean rate (thicker
graph) decreases at lower WIMP masses, the modulation
gains strength, which enables the experiments to maintain
their signal to background ratio by looking only at the time
intervals when the signal rate is maximized. Furthermore,
since the Si nucleus is less massive than that of Ge, the
energy transfer from a WIMP is more efficient; hence, a
lower WIMP mass is required to transfer recoil energy
sufficient to overcome the threshold displacement energy.
Consequently, the peak of the modulation appears at lower
WIMP masses for Si than for Ge.
The stochastic threshold displacement caused by the

zero-point quantum motion of atoms was included based
on the Debye model, which allows calculating the one-
dimensional rms displacement amplitude [26,27]. We
calculate eight separate threshold data sets for Ge and Si
using MD simulations. In Fig. 4, the rms curves and shaded
regions show the mean and standard deviation, respectively,
of the normalized rms modulation values over all eight data
sets. The kinks in the normalized rms modulation curves
correspond to the various length-scale transitions in the

energy threshold shown in Fig. 1, which reveal themselves
due to the larger solid angle coverage at higher dark matter
masses.
We reproduce the normalized rms modulation and mean

rate using energy thresholds 50% of those in Fig. 1 as
dashed curves. As expected, there is a clear diurnal
modulation, albeit at lower masses. This work provides
strong motivation for the experimental validation of the
energy thresholds for ionization excitations via nuclear
elastic scattering in Ge or Si.
Based on the substantiated evidences for the threshold

dependence on the nuclear recoil direction, we project a
strong diurnal modulation in the expected detection rate of
galactic halo WIMPs. This modulation strongly depends on
the target detector material and WIMP mass, and, together
with the overall mean rate, it provides an extra handle to
determine the WIMPmass and cross section independently.
This effect can be used to discriminate WIMPs from solar
neutrino backgrounds that will become the irreducible
background for all dark matter search experiments. Even
if future experiments find different ionization thresholds,
the anisotropy predicted for electron-hole pair creation
could still cause a modulation in dark matter signal, albeit
over a different mass range. The significance of these
results motivates thorough semiconductor detector calibra-
tion at low recoil energies.

FIG. 3. Angular distribution of the differential rate per steradian
for a Ge detector assuming a nucleon cross section of 10−39 cm2

for several WIMP masses at 4:00 on September 6, 2015. As the
WIMP mass increases, the differential rate angular spread
increases due to the Maxwell-Boltzmann velocity distribution
and hard-sphere scattering acting in conjunction with the energy
thresholds (see Fig. 1).

FIG. 4. Normalized rms of the rate modulation (left axis, thin
lines) and mean rate (right axis, thick lines) as a function of the
dark matter mass for Ge (blue lines) and Si (red lines). AWIMP-
nucleon cross section of 10−39 cm2 is assumed. The normalized
rms modulation error is given by the shaded regions. The mean
rate error is negligible and consequently not included. The thick
and thin dashed curves show the normalized rms modulation and
mean rate, respectively, given thresholds half of those used for the
solid curves.
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