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A single nonspherical body placed in an active fluid generates currents via breaking of time-reversal
symmetry. We show that, when two or more passive bodies are placed in an active fluid, these currents lead
to long-range interactions. Using a multipole expansion, we characterize their leading-order behaviors in
terms of single-body properties and show that they decay as a power law with the distance between the
bodies, are anisotropic, and do not obey an action-reaction principle. The interactions lead to rich dynamics
of the bodies, illustrated by the spontaneous synchronized rotation of pinned nonchiral bodies and the
formation of traveling bound pairs. The occurrence of these phenomena depends on tunable properties of
the bodies, thus opening new possibilities for self-assembly mediated by active fluids.
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Active matter is a class of nonequilibrium systems in
which energy is converted into systematic motion on a
microscopic scale [1]. They have attracted much attention
[2,3] due to a host of interesting physical phenomena [4–9],
their relevance to many biological systems [10–13], and
their potential use for self-assembly applications [14]. They
have also been suggested as tools for novel engineering
applications—for example, active fluids have been used to
power microscopic gears [15–21]. This results from the fact
that, when an asymmetric body is immersed in a fluid with
broken time-reversal symmetry, it experiences a net force
[22–24] that is coupled to the generation of ratchetlike
currents [25,26].
In this Letter, we study passive bodies immersed in an

active fluid. We show that the ratchetlike currents generated
by each body give rise to forces and torques that decay as a
power law with distance, are anisotropic, and do not obey an
action-reaction principle. Using a multipole expansion, the
leading-order behavior of the interactions can be expressed
in terms of single-body quantities that can be measured
independently in experiments or numerical simulations.
Moreover, by designing the two bodies, one can control
the amplitude and polarity of the interactions between them.
This leads to a host of interesting dynamical phenomena of
which we illustrate two: the spontaneous synchronized
rotations of pinned rotors and the formation of traveling
bound pairs. Our results suggest a new method for self-
assembly by embedding passive bodies in an active fluid.
We stress that the interactions studied here exist even

between nonmoving bodies and are therefore distinct
from usual hydrodynamic interactions [27]. They are also
different from thermal Casimir interactions [28,29], because

they do not rely on correlations between the fluid particles
and are present even in a dilute active fluid. Finally, we note
that previous studies [30–32] have numerically observed
interactions induced by confinement that exponentially
decay over a characteristic length scale. Although the decay
length can be large (much greater than the size of an active
particle), these interactions have a finite range and are thus
qualitatively different from our results, which show scale-
free interactions, decaying as a power law.
Model.—We base our study on a common model of an

active fluid consisting of N pointlike particles, which do
not interact among themselves and self-propel at a constant
speed v in two dimensions. The position ri and the
orientation θi of active particle i evolve according to the
overdamped Langevin equations

_ri ¼ veθi − μ
X
j

∇Vj þ
ffiffiffiffiffiffiffiffi
2Dt

p
ηi; _θi ¼

ffiffiffiffiffiffiffiffi
2Dr

p
ξi: ð1Þ

Here eθi ≡ ðcos θi; sin θiÞ is the heading of particle i, μ is its
mobility, Dt and Dr are translational and rotational dif-
fusivities, and ηi and ξi are Gaussian white noises of unit
variance. The presence of body j in the active fluid is
described by a potential Vj describing the interaction
between each active particle and the passive body j. The
dots denote derivatives with respect to time. In addition, we
allow the particles to randomize their orientation at a
constant tumbling rate α. This dynamics encompass the
two well-studied models of run-and-tumble particles (with
α ≠ 0 and Dr ¼ 0) [33] and active Brownian particles
(having α ¼ 0 and Dr ≠ 0) [34,35]. There has been much
recent progress [24,26,36–49] in the characterization of
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forces in this class of systems and we build upon it. Note
that the model falls into the class of dry active systems,
which do not conserve momentum. As such, it is best suited
for describing the dynamics of particles next to a surface,
for example, those of vibrated granular monolayers [50–52]
or gliding bacteria [53].
A single passive body.—We first discuss the effects of a

single passive body on an active fluid. For future reference,
we maintain the index j, although, in this case, body j is the
only passive body in the system. Using standard methods
[54,55] (also detailed in [56]), Eq. (1) leads to an exact
equation for the active particle density ρj (j marking the
dependence on Vj) in the steady state

Deff∇2ρj ¼ −μ∇ · ðρj∇VjÞ þ
X
a;b

∂a∂bðGjÞab: ð2Þ

Here Deff ≡Dt þ vlr=2 is the effective diffusion constant
of the active particles, lr ≡ v=ðαþDrÞ is their run length,
indices a and b run over the Cartesian coordinates fx; yg,
and Gj is a rank 2 tensor containing information about
active particle orientations. In the far-field limit (at dis-
tances r much larger than the diameter of the body and the
run length lr), the solution of Eq. (2) can be written to
dipole order in a multipole expansion as

ρjðrÞ ¼ ρb þ
βeff
2π

r · pj

r2
þOðr−2Þ; ð3Þ

where ρb denotes the bulk density of active particles and
βeff ≡ μ=Deff is their effective inverse temperature. The
dipole moment pj, obtained as

pj ¼ −
Z

d2r0ρj∇0Vj; ð4Þ

is equal to the total force exerted by body j on the active
particles. Alternatively, −pj is the propulsion force applied
by the active particles on body j. We stress that, at this order,
Eqs. (3) and (4) are exact, with Gj in Eq. (2) only
contributing to higher-order multipoles in the far field.
While pj is easily measurable from Eq. (4), its first-principle
calculation is difficult due to complex near-field effects of
Gj. However, as shown in [56], it can be perturbatively
obtained for shallow potentials βeff j∇Vjj ≪ 1, explicitly
confirming that asymmetric Vj induces pj ≠ 0.
The associated far-field current density is dominated by

the diffusive component

JjðrÞ≃ −Deff∇ρj ≃ −
μ

2π

�
pj

r2
−
2ðr · pjÞr

r4

�
; ð5Þ

which resembles the electric field of a charge dipole. The
forms of ρj and Jj are equivalent to those of the density and
current fields generated by a local pump applying a point

force pj on a passive diffusive medium [57]. In this sense,
an asymmetric passive body in an active fluid acts like a
pump, although its power is supplied not by an external
source, but by the active particles themselves.
Forces between passive bodies.—We now consider two

passive bodies described by potentials V1 and V2, with
dipole moments (in isolation) p1 and p2, and position
vectorsR1 andR2. We setR2 ¼ 0 andR1 ¼ r12 and work
in the far-field limit where r12 ¼ jr12j is much larger than
the run length lr and the diameters of the bodies. Denoting
by ρ the steady-state density field of active particles, the
force applied by the active particles on body j is given byR
d2rρ∇Vj, with j ∈ f1; 2g. We define the force applied by

body 1 on body 2 as F12 ¼ p2 þ
R
d2rρ∇V2, which is the

change in the force acting on body 2 due to the presence of
body 1 [recall that −p2, given by Eq. (4), is the force acting
on isolated body 2]. This stems from the change of ρ near
body 2 induced by body 1, which can be expressed as a
series expansion in r−112 (see [56] for a detailed derivation).
It is convenient to separate the total force into two
components F12 ¼ Fa

12 þ Fs
12, where Fa

12 acts only on
asymmetric bodies with nonzero pj, while Fs

12 is present
even for symmetric bodies with pj ¼ 0. Then we find

Fa
12 ¼ −

βeff
2πρb

r12 · p1

r212
p2 þOðr−212 Þ; ð6Þ

Fs
12 ¼

R2J1ðr12Þ
ρb

þOðr−312 Þ: ð7Þ

Here R2 is the inverse mobility tensor of body 2 due to the
active particles. It is measured by placing body 2 alone in
an active fluid of average density ρb, through which a
boundary-driven diffusive current ρbu is flowing. Then R2

is calculated from

ðR2Þab ¼
∂
∂ub

h
FðuÞ
2 · ea

i����
u¼0

; ð8Þ

where indices a and b stand for Cartesian coordinates

fx; yg, ea is a unit vector in the a direction, and FðuÞ
2 is the

steady-state force on the body. Finally, J1 in Eq. (7) is given
by Eq. (5). At this order, the interactions between the two
bodies are thus completely determined by p1, p2, and R2,
which are single-body quantities that can be measured
independently.
We can understand Eqs. (6) and (7) intuitively in terms of

the density and current fields produced by body 1 alone.
First, we note that body 2 experiences a propulsion force
−p2 in the absence of body 1. Because of the mutual
independence of active particles, the propulsion force is
proportional to the bulk density ρb. With body 1 added, its
dipole density field changes the effective bulk density felt
by body 2 from ρb to ρ1ðr12Þ, given in Eq. (3). This leads to
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Eq. (6), with Fa
12 ∼ r−112 . Therefore, Fa

12 only induces a
correction to the speed of the body.
Meanwhile, Fs

12 ∼ r−212 stems from the force on body 2 due
to the current field J1ðr12Þ ∼ r−212 generated by body 1 in
accordance with Eq. (5). At large r12, the induced force can
be linearized as R2J1ðr12Þ=ρb. Note that Fs

12 can change the
propulsion direction of body 2. In Fig. 1, we present a
measurement of the force F12 on a circular body (so that
p2 ¼ 0). In this case, R2 is proportional to the identity
matrix and we evaluated it numerically. The results agree
nicely with the theory using no fitting parameters, although
on a reduced range because of numerical limitations.
Torques between passive bodies.—The torque τ12

exerted by body 1 on body 2 can be obtained using the
same approach. We denote by τj ¼

R
d2r0ρjðr0Þðr0 −RjÞ ×

∇0Vj the self-torque on an isolated body j with respect to
the reference position Rj. It is useful to decompose the
result into a correction to the self-torque τa12, which is
dominant when τ2 ≠ 0, and a subleading contribution τs12,
which induces a torque even when τ2 ¼ 0. We find

τa12 ¼
βeff
2πρb

r12 · p1

r212
τ2 þOðr−212 Þ; ð9Þ

τs12 ¼
γ2
ρb

× J1ðr12Þ þOðr−312 Þ; ð10Þ

where the vector γ2, similar to R2, characterizes the
response of isolated body 2 to a diffusive current ρbu
carried by an active fluid of mean density ρb. The vector is

calculated from the steady-state torque τðuÞ2 exerted on body
2 according to

γ2 ¼
h
∇u × τðuÞ2

i���
u¼0

: ð11Þ

As with Eqs. (6) and (7), τa12 results from a local shift in the
density and τs12 from the current. The latter tends to align γ2

with the current. In Fig. 1, our predictions are compared
with simulations that measure the torque exerted by a
semicircle (body 1) on a circle (body 2) held at its edge,
with γ2 evaluated numerically.
A few comments on the properties of the interactions are

in order. First, even in the presence of three or more passive
bodies, at large mutual distances, the interactions are still
dominated by pairwise components. Second, going one
order higher in the multipole expansion, one finds that two
rodlike bodies interact through quadrupole moments.
Previous studies [30–32] on the same setup focused on
the near-field effects that decay exponentially with dis-
tance, but we predict this interaction to be much longer
ranged, decaying as r−312 . Numerical support is provided in
[56]. Finally, an extension of the analysis to dimensions

d > 2 yields Fa
12 ∼ r−ðd−1Þ12 and Fs

12 ∼ r−d12 , with correspond-
ing changes to the torques.
We note that the interactions discussed above are

anisotropic and do not satisfy the action-reaction principle.
For passive bodies allowed to move in the active fluid, these
features lead to a host of interesting dynamical phenomena.
Assuming overdamped bodies, we take

_Rj ¼ μTj

Z
d2rρðr; tÞ∇Vj;

_Θj ¼ μRj

Z
d2rρðr; tÞ½ðr −RjÞ × ∇Vj� · ez; ð12Þ

where μTj and μRj are the translational and rotational
mobilities of body j, Θj is an angle giving its orientation
with respect to a fixed axis of reference, andRj is a position
vector. For simplicity, we consider bodies for which the
position vector Rj can be chosen so that no off-diagonal
mobilities couple the translational and rotational degrees of
freedom. The extension to other cases is straightforward.
The results derived above are applicable when the mobil-
ities are small enough so that an adiabatic limit holds: at

× 
×  

FIG. 1. Dipole contributions to far-field interactions. (a) The numerical setup used to verify the theoretical predictions. A circular body
is placed at different distances r12 and angles θ12 away from a semicircular body that generates a dipole current. (b) The force normalized
by the bulk density as a function of r12=lr, with lr the run length, for θ12 ¼ 0. (Inset) The dependence of the force components ðF12Þx;y in
the x and y directions as a function of θ12. (c) The torque applied by the semicircle on a circle that is held tangent to r12 and pinned at the
contact point as θ12 is varied; see (a). The lines in (b) and (c) correspond to the theory with no fitting parameters. All the parameters and
units of the simulations are specified in the Supplemental Material [56].

PHYSICAL REVIEW LETTERS 120, 058002 (2018)

058002-3



each instant, the system can be considered to be in a steady
state with fixed bodies. We do not specify direct (short-
range) interactions between the bodies, since here we
consider only far-field effects. Interestingly, we show that
properties of the bodies can be tuned to lead to distinct
phenomena.
For concreteness, we consider pairs of semicircles. A

semicircle traps active particles approaching from the
concave side (“rear”), while those on the convex side
(“front") easily slide past the body. This creates a backward
current of active particles, associated with an opposing
force [26], which propels the semicircle forward [see
Fig. 1(a)]. In the terminology introduced above, a semi-
circle has a nonzero dipole moment pj pointing in the
backward direction. We focus on two types of semicircles
that rotate around Rj either at the apex (type A) or at the
center of the circle (type C). In experiments, this could be
achieved by properly designing the bodies. Most impor-
tantly, for their dynamics, γj is parallel to pj for type C
bodies and antiparallel for type A bodies. In both cases, Rj

is on the symmetry axis so that τA ¼ τC ¼ 0.
Spontaneous synchronized rotations of pinned rotors.—

We consider a pair of semicircles, one type A, pinned to the
surface at its apex, and one type C, pinned to the surface at
its center. They are placed at a distance much larger than lr
so that we can understand their dynamics in terms of the
far-field torques given in Eq. (10). The torques align γA=C
with the current generated by the other circle, which
depends only on the dipole moment, taken to be equal
for both. To describe the dynamics, we define two angles
θC and θA as the orientation of γC and γA with respect to the
horizontal, as represented in Fig. 2. Note that θC is defined
with a clockwise convention and θA is counterclockwise.
Neglecting noise, we can write the dynamics of the angle
difference θC − θA in the adiabatic limit as

_θC − _θA ¼ 1

ρb
ðμRCτAC − μRAτCAÞ · ez

¼ −
μRAJAγC − μRCJCγA

ρb
sinðθC − θAÞ; ð13Þ

where γj ≡ jγjj, Jj ≡ jJjj. For μRCJAγC > μRAJCγA the
angles tend to phase lock at θC ¼ θA, while for μRCJAγC <
μRAJCγA, they phase lock at θC ¼ θA þ π. Using this, we
can expand in small deviations from the locking angle
difference. The equation for θA then reduces to

θ̈A ¼ −
1

ρb
jμRCJAγC − μRAJCγAj_θA: ð14Þ

The equation implies that, for general parameters, θA is
damped and does not rotate persistently along a given
direction. However, if μRCJAγC ≃ μRAJCγA, the damping is
weak and the two rotors persistently counterrotate in a
spontaneously chosen direction with the same speed and
weak phase-locking interactions. We observe the three
types of behavior in simulations as shown in the
Supplemental Material Movies SM1–SM3 and Fig. 2(b).
On the contrary, it is easily seen that, when both rotors are
of the same type, they always phase lock, but do not exhibit
persistent rotations. When both are type C (A), the rotors
phase lock with an angle difference 0 (π) (see Supplemental
Material Movies SM4 and SM5).
Formation of a traveling bound pair.—Here we again

consider a type A and type C pair of semicircles. Numerical
simulations show that, after a transient regime, the two
bodies form a traveling bound pair with type A trailing type
C (see Fig. 3(a) and Movie SM6). This behavior can be
qualitatively understood in the limit where μRC ≫ μRA. Then
the motion of type A is, to leading order, independent of
type C, while type C is strongly affected by type A. More
precisely, the orientation of the type C body is dictated by

FIG. 2. Phase-locking and spontaneous rotations of pinned
rotors. (a) An illustration of type C and type A semicircles pinned
to the surface (not shown to scale). In the numerics, the distance
between the pinning points of the semicircles is 5lr. (b) The
history of the angles θC (solid lines) and θA (dotted lines) for
rotational mobilities given by (μRC, μ

R
A). In case (2,2), the solid line

indicates θC þ π instead of θC. All the parameters and units of the
simulations are specified in the Supplemental Material [56].

FIG. 3. (a) A stroboscopic image of a traveling bound pair
obtained from the numerics, with consecutive positions marked
by I–IV. All the parameters and units of the simulations are
specified in the Supplemental Material [56]. (b) A schematic
illustration of the torques experienced by a type C body in the
current field of a type A body. I, II, and III indicate consecutive
relative positions during the snakelike motion. Note that the
torque directions are consistent with the resulting motion.
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its tendency to align γC with JA. This leads to a snakelike
motion in front of the type A body explained graphically in
Fig. 3(b). Other pairings of semicircles lead to different
phenomena, including antialignment and the formation
of bound pairs, although in this last case, the effect depends
on near-field interactions. These are expected to be less
universal than the far-field interactions and we reserve their
study for future work.
In summary, we have explored the long-range interactions

occurring generically between passive bodies placed in an
active fluid. We have shown that, at first order in a multipole
expansion, an asymmetric body generates dipolar currents
which decay algebraically in space. These mediate generic
long-range forces and torques between passive bodies,
which can be expressed in terms of a few single-body
quantities. Interestingly, the interactions can be tuned by
designing the shape of the bodies, which may provide new
routes for designing self-assembling materials. We gave two
examples of dynamical phenomena induced by the far-field
interactions. Considering also near-field effects should reveal
many more. Finally, we note that the physics described relies
only on the breaking of time-reversal symmetry and a
diffusive behavior at large length scale. Therefore, it should
be generically present in a broad range of active systems,
even including those with mutual interactions between active
particles. It would be interesting to check this explicitly
using several recent theoretical frameworks [58–60], which
have been proposed as approximate descriptions of systems
with interacting active particles. Possible relevance of these
effects to flocking transitions in shaken granular systems
[61] is also of interest.
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