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The recent claim of having produced metallic hydrogen in the laboratory relies on measurements of
optical spectra. Here, we present first-principles calculations of the reflectivity of hydrogen between 400
and 600 GPa in the I41=amd crystal structure, the one predicted at these pressures, based on both time-
dependent density functional and Eliashberg theories, thus, covering the optical properties from the infrared
to the ultraviolet regimes. Our results show that atomic hydrogen displays an interband plasmon at around
6 eV that abruptly suppresses the reflectivity, while the large superconducting gap energy yields a sharp
decrease of the reflectivity in the infrared region approximately at 120 meV. The experimentally estimated
electronic scattering rates in the 0.7–3 eV range are in agreement with our theoretical estimations, which
show that the huge electron-phonon interaction of the system dominates the electronic scattering in this
energy range. The remarkable features in the optical spectra predicted here encourage extending the optical
measurements to the infrared and ultraviolet regions as our results suggest optical measurements can
potentially identify high-pressure phases of hydrogen.
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In 1935, Wigner and Huntington predicted that, at high
pressure, hydrogen molecules would dissociate yielding a
metallic compound similar to the alkalis [1]. Metallic
hydrogen is expected to be a wonder material as it may
superconduct at ambient temperature [2–8]. Despite a huge
experimental effort in the last years that has characterized
the phase diagram of hydrogen up to very high pressures
[9–20], metallic hydrogen has remained elusive. However,
the long standing quest might have come to an end as, early
2017, Dias and Silvera reported the first ever laboratory-
produced sample of metallic hydrogen [21].
Metallic hydrogen was claimed to have been observed as

the sample became reflective above 495 GPa [21]. The
claim remains controversial as doubts on the pressure
calibration have been raised and a semiconducting sample
may also be reflective [22–25]. Moreover, raw reflectance
data in Ref. [21] show a sharp decrease for photon energies
larger than 2 eV whose origin is not totally understood even
though it was first attributed to absorption of diamond [26].
Anyway, the claim of having produced metallic hydrogen
comes after previous works in which the first signals of
its existence were present or close to appearing [20,27].
Thus, reproducibility of the experiment and exhaustive
characterization of the system are clearly the next

challenge. Characterizing hydrogen under pressure is
extremely difficult due to the limitations imposed on
conventional techniques. Unavailability of neutron scatter-
ing and x-ray diffraction experiments for extremely high-
pressure hydrogen samples in diamond anvil cells make the
use of alternative techniques imperative. Many of the
already known solid hydrogen phases have been charac-
terized by comparing Raman scattering and infrared (IR)
absorption data to theoretical calculations [9,14–17,20,28].
Comparing optical reflectance spectra to theoretical esti-
mations is, indeed, another option [21,29].
In this Letter, we report an exhaustive characterization of

the optical properties from the IR to the extreme ultraviolet
(UV) of metallic hydrogen between 400 and 600 GPa in the
atomic I41=amd phase, the structure predicted for hydro-
gen at these pressures [30,31]. Our fully first-principles
analysis based on density-functional theory (DFT) sheds
light into the regime measured by Dias and Silvera [21],
from 0.75 to 3 eV photon energies, showing that, in this
range, the electronic relaxation time is dominated by the
huge electron-phonon interaction. Besides, our calculations
predict a complex reflectance spectrum not expected
a priori for a free-electron-like alkali metal. Our calcu-
lations reveal a sharp onset of the optical conductivity in the
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IR region induced by the very large superconducting gap of
atomic hydrogen [7]. This suggests that reflectivity mea-
surements at temperatures below the superconducting
critical temperature Tc, predicted to be 300 K [7], might
be used to measure optically Tc and the superconducting
gap as it occurs, for instance, in cuprates [32], alkali-metal-
doped fullerenes [33], and the recently discovered [34]
record superconductor H3S [35]. On the other extreme, the
UV regime exhibits a pronounced loss of reflectance due to
the presence of a non-free-electron-like interband plasmon.
For comparison, we have also studied the optical spectra of
the molecular metallic Cmca − 4 phase, which has recently
been suggested as the structure that describes a new phase
that emerges around 300 GPa and 370 K [36]. The different
features on the reflectivity indicate that the optical spectra
can be potentially used to identify high-pressure phases of
hydrogen. Therefore, our results provide clear means of
characterizing metallic hydrogen via these singular fea-
tures, strongly encouraging the extension of experimental
optical measurements [21] to broader regimes.
The central quantity addressed in this work is the

frequency dependent reflectivity, which, for normal incident
light in a medium with refractive index n, can be written as

RðωÞ ¼
�
�
�
�

ffiffiffiffiffiffiffiffiffiffi

εðωÞp

− n
ffiffiffiffiffiffiffiffiffiffi

εðωÞp þ n

�
�
�
�

2
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As we are dealing with a metal, we have calculated
the relative dielectric function εðωÞ by combining time-
dependent DFT [37–39] (TDDFT), which realistically incor-
porates the actual electronic structure into the dielectric
function, and isotropic Migdal-Eliashberg (ME) equations
[40,41], which take into account how an excited electron can
decay due to the electron-phonon interaction (see the
Supplemental Material [42] for a more detailed description
of themethods and the calculation procedure).ME equations
are solved with different τ−1imp impurity scattering rates. This
enables us to properly account for the optical features of

metallic and presumably superconducting hydrogen not only
in the visible and UV regions, but also in the IR regime,
which could be strongly affected due to the presence of the
superconducting gap Δ0 [32,33,35]. All the calculations
presented in this Letter are performed at 500 GPa, where
metallic hydrogen is predicted to adopt the I41=amd crystal
structure [30,31]. Calculations performed at 400 and
600 GPa presented in the Supplemental Material [42] show
a very weak pressure dependence of the reflectivity as only
minor quantitative, but not qualitative, differences are
observed. Thus, the analysis presented here holds at higher
and lower pressures.
In Fig. 1(a), we show the calculated reflectivity of

I41=amd hydrogen in vacuum [n ¼ 1 in Eq. (1)] in the
low temperature limit (50K) at 500GPa, for both the normal
and superconducting states. We find two different regimes
for the optical spectra: the IR regime (ω < 1 eV), where the
effects related to scattering with phonons and impurities
dominate, and thevisible andUV regime (ω > 1 eV), where
electronic band structure effects start to play a role.
The inset in Fig. 1(a) shows the low temperature limit of

the reflectivity at 500 GPa for IR radiation. Clean hydrogen
(τ−1imp ¼ 0) in the normal state (which can be obtained by
setting Δ0 ¼ 0 in ME equations) reflects all the incoming
light until phonons start contributing substantially to
α2FðωÞ above ∼100 meV. When impurity scattering is
taken into account, reflectivity decreases from one right
from the beginning, reaching a small plateau (∼0.99 for
τ−1imp ¼ 200 meV) until scattering with phonons starts to be
relevant. In the superconducting state, the reflectivity is
equal to unity below 2Δ0 ¼ 122 meV even when impurity
scattering is taken into account, as that is the amount of
energy required to break a Cooper pair and make electrons
contribute to the optical conductivity. This can be clearly
seen in Fig. 2(b), where Im ε is strictly zero below 2Δ0

(except the zero frequency contribution coming from the dc
conductivity of the Cooper pairs) abruptly increasing at
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FIG. 1. (a) Reflectivity of I41=amd hydrogen in vacuum at 50 K and 500 GPa for different impurity scattering rates both in the normal
and superconducting states. The inset shows the same curves at the low energy regime along with the electron-phonon spectral function
α2FðωÞ. (b) Ratio between superconducting and normal state reflectance of I41=amd hydrogen in vacuum at 50 K and 500 GPa for
different impurity scattering rates.

PHYSICAL REVIEW LETTERS 120, 057402 (2018)

057402-2



larger energies. While for τ−1imp ¼ 200 meV the gap is
clearly observable due to the sudden decrease of R, it is
not the same for the clean case; in order to have electrons
contributing to the optical conductivity, one needs both to
break Cooper pairs and scattering with phonons to conserve
both energy and momentum. The necessity of impurities
for observing the superconducting gap optically is already
well known and becomes more evident if one plots the ratio
between superconducting and normal state reflectance
(Rsc=Rn) for different τ−1imp values [Fig. 1(b)]. This figure
clearly shows the emergence of a sharp decrease at ω ¼
2Δ0 only when impurity scattering is included. The gap is
observable even in the clean limit (τ−1imp ¼ 50 meV < 2Δ0),
but the drop in Rsc=Rn is more notorious as one approaches
the dirty limit (τ−1imp ≫ 2Δ0).
The reflectivity above ω ¼ 1 eV for normal and super-

conducting states is almost identical [see Fig. 1(a)]. The
effect of impurity scattering up to 5 eV only yields quanti-
tative differences keeping the shape of the reflectivity curve
unaltered. Actually, for ω > 5 eV, all the curves converge
into one, suggesting electronic scattering is dominated by
electronic band structure effects rather than phonons and
impurities. Remarkably, in this UV regime, the reflectivity
sharply decreases from a high ∼0.95 value in the visible
range (ω ¼ ½1.6 − 3.3� eV) to ∼0.3 at ω ¼ 6.5 eV. This
stark reduction of the reflectance is a consequence of light
absorption due to the presence of an interband plasmon not
expected a priori for a simple free-electron-like alkali metal.
This is demonstrated in Fig. 2(a), where we display the
calculated dielectric function. The interband plasmon
emerges around the energy where Re ε vanishes and Im ε
remains low. This induces a clear peak in −Imε−1 at ωinter ¼
6.2 eV as shown inFig. 2(a),which coincideswith thedrastic
drop in the reflectivity. We label this plasmon as interband
because it is a consequence of the interband transitions of
around 8.2 eV that occur close to the N point (see band
structure in Fig. 3). Consequently, Im ε shows a clear peak at

8.2 eV, which, due to Kramers-Kronig relations, makes the
real part pass through 0 at 6.5 eV and create the interband
plasmon. Even if the band structure of I41=amd is not far
from the free-electron limit, the large gap opened by the
electron-ion interaction at the N point [7] suffices to induce
the presence of an interband plasmon not expected for a free-
electron-like metal. Thus, metallic hydrogen in the I41=amd
phase is another example in which the departure from the
free-electron-like character makes interband plasmons
emerge and abruptly modify the optical properties, as it
occurs in other simple compounds under pressure, such as Li
[53–55], Ca [43], Na [44,56], Rb, Cs [57], and AlH3 [58].
Apart from the interband plasmon, we find that metallic

hydrogen shows the expected free-electron plasmon at
ωp ¼ 35.7 eV, which is responsible for the final decrease
of the reflectivity at the extreme UV regime. This value is
in good agreement with both the Drude-model estimate of
ωp ¼ ffiffiffiffiffiffiffiffiffi

4πN
p ¼ 35.0 eV, where N is the total electronic

density, and the 33.2� 3.5 eV experimental value obtained
byDias and Silvera [26]. This experimental fit also provided a
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FIG. 2. (a) Re ε, Im ε and −Im ε−1 for I41=amd hydrogen at 50 K and 500 GPa for τ−1imp ¼ 200 meV in the normal state. The inset
shows the same curves zoomed in the interband plasmon region. (b) Real and imaginary parts of the dielectric function of I41=amd
hydrogen at 50 K and 500 GPa in the IR region for τ−1imp ¼ 200 meV in both the normal and superconducting (SC) states.
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PHYSICAL REVIEW LETTERS 120, 057402 (2018)

057402-3



τ−1 ¼ 1.1� 0.2 eV estimate for the electronic scattering
rate [26]. In order to shed some light into these experimental
values, we fit our calculated dielectric function to a Drude
model with frequency-dependentωpðωÞ and τ−1ðωÞ, which
are displayed in Fig. 4(a) (see Supplemental Material [42]
for details). In the ω ¼ ½0.7–3� eV range, our results yield
ωp ∼ 21 eV and τ−1 ∼ 0.6–1 eV at 5 K for a clean sample,
with impurities shifting τ−1 upwards. Our estimated τ−1 in
themeasured frequency range is in good agreement with the
experiment and clearly shows that its large value is mainly
due to the strong electron-phonon interaction, which high-
lights the fact that we are dealing with a superconductor
with a very largeTc. Indeed, the electron-electron scattering
contribution to τ−1 is negligible in this frequency range as
shown by the pure TDDFT calculation. The value obtained
for ωp is considerably lower than the one obtained by
Silvera andDias [21,26], but it is consistent with theωintra

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πNintra

p ¼ 22.6 eV value, where Nintra is the electronic
density contributing to intraband transitions (see
Supplemental Material [42] for details). Nonetheless, in
this low energy (ω ≪ ωp) regime, very different ωp values
still provide a good fitting to the experimental data, while
τ−1 remains almost unaltered (see Supplemental Material
[42]). Thus, we consider the τ−1 value obtained exper-
imentally [21,26] to be more meaningful than the plasma
frequency, because it is, indeed, this parameter that deter-
mines how much the reflectivity deviates from one
for ω ≪ ωp.
In Fig. 4(b), we show how the raw experimental values in

Ref. [21] compared to our calculations at 5 and 83 K, with
reflectivity calculated for a hydrogen-diamond interface by
using the refractive index of n ¼ 2.41 of diamond instead of
n ¼ 1 in Eq. (1). Our results compare well at 5 K to the two
lowest frequency experimental data points, which are the

ones considered for fitting ωp and τ−1 with the Drude model
as the other points might have been affected by absorption of
light by diamond [21,26]. The sharp offset of reflectivity due
to the superconducting gap lays off the IRabsorption rangeof
diamond, and should be measurable in consequence. UV
absorption of diamond, however, would eclipse the mini-
mum of the reflectivity predicted here at 6.5 eV due to the
presence of the interband plasmon, since above the indirect
electronic band gap of 5.47 eV (at zero pressure) diamond is
no longer transparent. Nevertheless, the sharp decrease
associated to such a plasmon starts before the absorption
onset and should be observable using pure diamond.
However, impurities in diamond could be responsible for
light absorption at lower energies, even in the visible region
[26]. In order to disentangle whether the reflectivity drop
observed experimentally is a consequence of diamond
absorption or reflects the presence of the intraband plasmon
we are predicting here, a proper characterization of the
optical properties of diamond at the experimental conditions
is required.
In the experimental region, our calculated reflectivity and

scattering rate values are practically temperature indepen-
dent (see Fig. 4). Our calculations predict that temperature
only affects the region within some meVs around the
superconducting gap. This indicates that the temperature
dependence shown in the experiments cannot be explained
with the increase of phonon occupation in the system.
Motivated by uncertainties in the reported pressure of the

experiment [22–25], we have extended our analysis in two
directions. First, we have calculated the optical spectra for
I41=amd hydrogen at 400 and 600 GPa and only found
minor quantitative differences with respect to the 500 GPa
results analyzed in detail here, so that the analysis holds.
The energy of the interband plasmon at 400 GPa is 5.5 eV
and 6.6 eV at 600 GPa (more details in the Supplemental
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FIG. 4. (a) Frequency-dependent electronic scattering rate of I41=amd hydrogen at 500 GPa for different impurity scattering rates and
temperatures in the region in which the experiments in Ref. [21] were performed. The same curve is also obtained for the case in which the
ME formalism is not considered (curve labeled as TDDFTonly). The experimental τ−1 ¼ 1.1� 0.2 eV estimate is also included [26]. The
inset shows the obtained frequency dependent ωpðωÞ in the same energy range, together with the ωintra

p estimate. (b) Reflectivity of a
I41=amd hydrogen-diamond interface at 5 and 83K at 500GPa for different impurity scattering rates. Diamond IR (0.2–0.47 eV) andUV
(5.47 eV electronic band gap) absorption regions are shown in shaded gray. Experimental raw values [21] are included.
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Material [42]). Additionally, we have also calculated the
optical spectrum of Cmca − 4 hydrogen, which has been
suggested as a potential candidate of metallic molecular
hydrogen [36] (see Supplemental Material [42]). According
to our results, the calculated optical spectrum for both
structures shows very different features, which supports the
potential validity of the reflectivity to identify the structure
and encourage extending optical measurements on a wider
energy range. The calculated reflectivity for Cmca − 4

significantly deviates from the measured one due to the
presence of enhanced interband electronic transitions in this
molecular structure.
In conclusion, we havemade an exhaustive analysis of the

optical response properties of I41=amd metallic hydrogen
from the infrared region to the extreme ultraviolet. Our
results show that, in the measured energy range [21], the
electronic scattering is dominated by the huge electron-
phonon interaction of the system. Besides, our calculations
reveal a sharp onset of the optical conductivity in the infrared
region induced by the very large superconducting gap and a
pronounced loss of reflectance in the ultraviolet regime due
to the presence of a non-free-electron-like plasmon similar to
others predicted and found in alkalis and hydrides at high
pressure [44,53–58]. Even though the calculated reflectivity
agrees with the experiment at the two lowest energies, where
the reflectivity considerably lowers due to the high electron-
phonon coupling, it slightly deviates at higher energies.
Finally, our calculations suggest that different phases of
hydrogen can potentially be distinguished from their optical
spectra. Thus, our work deeply encourages further exper-
imental research in order to extend optical measurements to
both the ultraviolet and the infrared regimes. Confirming the
predicted interband plasmon and measuring the supercon-
ducting gap optically would be not only of tremendous
interest by itself, but also a big step towards characterizing
this fascinating material.
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