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Electron-ion collisional dynamics is of fundamental importance in determining plasma transport
properties, nonequilibrium plasma evolution, and electron damage in diffraction imaging applications using
bright x-ray free-electron lasers (FELs). Here we describe the first experimental measurements of ultrafast
electron impact collisional ionization dynamics using resonant core-hole spectroscopy in a solid-density
magnesium plasma, created and diagnosed with the Linac Coherent Light Source x-ray FEL. By resonantly
pumping the 1s → 2p transition in highly charged ions within an optically thin plasma, we have measured
how off-resonance charge states are populated via collisional processes on femtosecond time scales. We
present a collisional cross sectionmodel that matches our results and demonstrates how the cross sections are
enhanced by dense-plasma effects including continuum lowering. Nonlocal thermodynamic equilibrium
collisional radiative simulations show excellent agreement with the experimental results and provide new
insight on collisional ionization and three-body-recombination processes in the dense-plasma regime.
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Collisional interactions between electrons and ions play
a fundamental role in describing the nonequilibrium
behavior of plasmas in the warm- and hot-dense matter
regimes. They directly influence the charge state distribu-
tion [1] and, hence, indirectly plasma transport properties
[2–4], optical properties [5,6], and equilibration time scales
[7]. A detailed understanding of collisional mechanisms is
of great practical importance for research in inertial con-
finement fusion [8] and in astrophysical plasmas [9]. With
the advent of bright x-ray free-electron laser light sources
(XFELs) and diffract-before-destroy techniques [10],
understanding the time scales of electron dynamics, and,
in particular, collisional ionization, is also increasingly
important given its role as a driver of electronic damage in
biomolecular imaging experiments [11,12]. Nevertheless,
measuring collisional ionization (CI) rates in dense plasmas
poses many experimental challenges related to the
extremely short time scale on which they take place and
to the general difficulty of creating a well-characterized
dense plasma at or near local thermodynamic equilibrium
(LTE) [13]. XFELs now provide access to these extreme
regimes: Recent experiments on the Linac Coherent Light
Source (LCLS) [14] facility at SLAC have shown that

XFEL pulses are sufficiently intense to heat samples placed
in the focus of the beam to temperatures approaching
200 eV within a few tens of femtoseconds [15–17].
The most common methods used to study collisional

ionization rates in plasmas are based on crossed beam
[18–20] and ion trap techniques [21–23]. Crossed beam
experiments allow for a high energy resolution in collisional
cross section measurements, but their use is restricted to
lowly charged ionic charge states due to the cross section
decreasing with the charge and the difficulty of producing
sufficiently large ion beam currents [24]. In contrast, ion trap
methods allow for measurements up to higher charge states,
provided that the plasma conditions arewell defined and that
the atomic transition of interest can be isolated from other
competing processes [25]. Both methods are, however,
limited to electron number densities ≲1017 cm−3 [26].
Here we present resonant core-hole spectroscopy

measurements of collisional ionization rates in well-
characterized, optically thin magnesium plasmas, created
and diagnosed on femtosecond time scales with the LCLS
XFEL. Our electron densities are that of highly ionized,
solid-density Mg, in the range 1023–1024 cm−3, well
into the strong-coupling warm-dense matter regime. The
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experiment is schematically shown in Fig. 1. We focus a
bright 60 fs x-ray pulse onto a 54 nm (�2 nm) Mg foil on
resonance with the 1s → 2p transition in a 7þ Mg ion
(at 1304 eV). The peak intensity of the x-ray pulse is
∼1017 Wcm−2, sufficient to heat the sample to temper-
atures exceeding 100 eV. The central photon energy is
chosen below the K edge of all Mg ion charge states, but
the slight jitter in the wavelength and the 0.4% FWHM
bandwidth (∼5 eV) of the LCLS pulse enable some
pumping of the ground-state K-alpha line via K-shell
photoionization. This emission is easily distinguished from
the driven resonance, as can be seen in Fig. 2, and acts to
increase the energy deposition into, and hence heating
efficiency of, the Mg plasma.
The pulse rapidly heats the target, and a combination of

L-shell photoionization and electron collisional L-shell
ionization burn through the charge states until the 7þ

ion with superconfiguration K2L3 is reached (two electrons
in the K shell, three in the L shell). At this point, the x-ray
pulse resonantly induces a 1s → 2p transition and produces
a core-hole population, as illustrated in Fig. 1. In what
follows, we will index the charge state of the Mg ion via the
K- and L-shell populations [27,28]. The x-ray bandwidth is
sufficiently narrow to pump only a single charge state on
resonance. Once created, the core-hole excited state can
undergo Auger decay, radiative decay, or further L-shell
collisional ionization and recombination. These latter
processes, of particular interest to this work, are driven
by the heated free-electron population, where a non-
negligible proportion of electrons has sufficient kinetic
energy to induce an L-shell ionization event. The x-ray
pulse is sufficiently bright to excite a sizable fraction of the
7þ ion population within the focal area and to induce a
repeated sequence of excitation and decay [29].
A flat-crystal spectrometer records the time-integrated

emission spectrum resulting from radiative decay of core-
hole states. Upon radiative decay, each charge state emits at

a characteristic wavelength that allows us to measure the
charge-resolved spectrum. Importantly, we note that the
measured bound-bound emission intensity is directly pro-
portional to the core-hole ion population only in the
optically thin limit. We achieve an optically thin plasma,
yet at solid density, by using 54-nm-thick films of Mg,
deposited on Si substrates and appropriately coated with a
thin CH layer to prevent surface oxidation and sample
degradation, as illustrated in Fig. 1. Simulations using the
code SCFLY indicate peak optical depths significantly below
0.1 across the Mg emission spectrum for this sample
thickness, and the optically thin nature of the plasmas
was confirmed experimentally by noting the emission
intensity was proportional to the target sample thickness,
as discussed in detail by Preston et al. [30].
We show in Fig. 2 the experimental and simulated

emission spectra, where the numerals below each line
denote the charge state of the emitting ion. Disregarding
the main Kα line (III) generated by photoionization, the
strongest emission is observed from the resonantly pumped
line VII. Strong emission can also be observed from off-
resonance lines on either side of the resonance. This
emission is due to collisional dynamics taking place in
the Mg L shell and can be achieved only via a multistep
process that starts once the K1L4 ion is created via
photoexcitation. Before decaying through Auger or radi-
ative recombination back to the ground state, the core-hole
ions can undergo collisional ionization (→K1L3) or three-
body recombination (→K1L5) and will subsequently decay
emitting as a different line. Since the cross section for
L-shell photoionization is several orders of magnitude
smaller than that for collisional ionization once the system
is hot, there is no other efficient way to produce the
observed off-resonance lines, and their presence can be
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X-ray emission spectrometer

325 m Si substrate

Mg nanofoil

CH coating
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1s

2s
2p

K

Continuum

FIG. 1. Experimental setup: A (54� 2)-nm-thick Mg foil is
irradiated by the focused x-ray pulse. The x-ray wavelength is
tuned to the bound-bound resonance in a 7þ Mg ion, resonantly
driving a 1s → 2p transition creating a core-hole excited state.
The excited state can then decay through Auger recombination or
Kα emission.

FIG. 2. Experimental and simulated (with the BCF, CAM, Lotz,
and BC models) Kα emission spectrum resulting from resonantly
driving the K2L3 → K1L4 transition centered around 1300 eV.
After excitation, the states relax through collisional ionization (up
in charge) and three-body recombination (down in charge). The
numerals below each emission line denote the charge state of the
emitting ion, III thus indicating the cold Kα line.
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entirely attributed to collisions. Line intensity ratios are
therefore a measure of how fast these collisional inter-
actions take place relative to the natural lifetime of a core-
hole state. This introduces a time unit against which to
clock collisional events: the natural lifetime of core-hole
ions. In low-Z elements like Mg, core-hole lifetimes are
determined predominantly by Auger decay. The observa-
tion in Fig. 2 that multiple collisional processes take place
before the core-hole state decays indicates that CI occurs on
time scales comparable to Auger lifetimes, of the order of
1–10 fs.
The emission spectrum displayed in Fig. 2 is accom-

panied by simulations performed with the non-LTE radi-
ative-collisional code SCFLY [17,31,32]. The parameters of
the simulation are determined by the measured total pulse
energy and the averaged spatial intensity distribution
on target via the fluence scan technique [33]. The code
self-consistently calculates the time-dependent non-LTE
evolution of the system given the interaction with the x-ray
FEL pulse, assuming instant thermalization of the free-
electron population (the free-electron distribution is
assumed to be Maxwellian). We use configuration-
averaged Auger lifetimes calculated within the relativistic
Dirac-Hartree-Slater approximation [34,35]. Each simula-
tion shown in Fig. 2 uses a different collisional cross
section model, namely, those proposed by Clark, Abdallah,
and Mann (CAM) [36], Lotz [37], Burgess and Chidichimo
(BC) [38], and a new model presented here. Our model uses
a functional form similar to the work of Clark and Sampson
[39] and the ionization potential depression (IPD) scaling
introduced by Fontes, Sampson, and Zhang [40,41] but
differs by the fact that it is imposed to be consistent with
Lotz and BC in the atomic limit where experimental data
are abundant. This new model for the collisional cross
section, which we shall refer to as BCF in what follows, is
given by the following expression:

σBCFðεÞ ¼
πa20
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wheren and l represent the principal and angularmomentum
quantum numbers, respectively, ε is the incident electron
energy, ζi is the effective number of electrons in the ith
subshell, I0i is the effective ionization threshold, z is the
initial charge before ionization, IH is the Rydberg constant,
and a0 is the Bohr radius. The constants fc1…c9g ¼
f1.0633; 0.6895; − 0.4284; 1.6925; − 1.7140; 2.2244;
−0.5020; 0.5961; − 0.1629g are charge- and material-
independent fitting constants, and R0 ¼ I0=I is the ratio
between ionization potentials with and without continuum

lowering. The exponent rn was set by Fontes, Sampson, and
Zhang as f2.20; 1.90; 1.73; 1.65; 1.60; 1.56; 1.54; 1.52g for
n ¼ f1–7;≥ 8g [40]. In the atomic limit, I0i ¼ Ii and
R0 ¼ 1, and the model is consistent with BC in the limit
of Ii=ε → 1. The logarithmic term in Eq. (1) mainly
describes the high-energy tail of the cross section, whereas
the terms proportional to ð1 − I0i=εÞ and ð1 − I0i=εÞ2 re-
present behavior in the near-threshold region.
The simulations are highly sensitive to the collisional

cross section model. Most notably, the Lotz and BC models
severely underestimate all off-resonance peak intensities
driven by electron collisional dynamics. Both the Lotz
and BC cross sections were originally derived from
experimental data in an electron density range of
1014–5 × 1016 cm−3 (later referred to as the “low-density”
regime); for details on the experiments and density con-
ditions, we refer to Refs. [42] and Refs. [22,43], respec-
tively. In contrast, the CAM cross section was obtained
from fits to theoretical data calculated in the Coulomb-
Born-Oppenheimer approximation [44]. The BCF model
aims to describe both the aforementioned experimental data
in the low-density regime as well as a scaling method to
correctly capture the effect of continuum lowering, thereby
obtaining a model that is consistent with experimental data
both in low- and high-density conditions.
Rate coefficients are obtained by integrating the cross

section over the electron distribution, here assumed
Maxwellian. L-shell ionization thresholds are reduced by
continuum lowering which was determined experimentally
in conditions very similar to those of our experiment [28].
Our modeling of this effect is parametrized using the Ecker-
Kröll (EK) IPD model [27,45], which reproduces the
experimental values to within 10%. Importantly, our
observations of collisional rates in Fig. 2 do not depend
on our choice of IPD modeling; the IPD matters only
insofar as it is needed to predict collisional rates from
collisional cross sections. An IPD model which predicts
lower levels of continuum lowering would simply require a
much larger collisional cross section to reproduce the
observed collisional rate. It is by joining the present
measurement of collisional rates with previous experimen-
tal work on IPD that we are able to infer the form of
collisional cross sections in these extreme plasma
conditions.
Our SCFLY calculations account for the full non-LTE

behavior in the ion populations. However, they indicate that
both the ground state and, to a slightly lesser extent, the
excited state of the pumped transition are present in
electron temperature-density conditions close to LTE.
We illustrate this in Fig. 3, where we show at what
temperatures and densities the Mg 7þ ion is present in
the non-LTE simulation, taking into account the full
temporal evolution and transverse spatial gradients in the
target. The ground state of the pumped transition (K2L3) is
seen to be present in conditions very close to LTE,
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indicating the ground state is well equilibrated by succes-
sive collisions in the dense plasma. The core-excited state
(K1L4), while clearly not in equilibrium, retains much of
this characteristic but is shifted to slightly higher temper-
atures, as it takes some time to produce via photopumping
the ground state, during which the system heats. Since the
non-LTE populations closely follow LTE predictions, we
note that there is a relatively narrow temporal and spatial
window of emission for each charge state configuration.
Correspondingly, there is a narrow band of temperatures
and densities where each ion population is present. For
example, from Fig. 3, we see that the K1L4 excited state
will emit a photon predominantly at temperatures around
75 eV and at electron densities around 3 × 1023 cm−3. We
further note the efficiency of the x-ray pump: over the
course of the x-ray pulse, roughly half of the total ground-
state population is excited to a core-hole state.
Additional dense-plasma effects that need to be consid-

ered alongside continuum lowering are the variations in
transition rates with electron density, most notably the
Auger and radiative decay rates [46]. Belkhiri and Fontes
suggest the Auger rate may be reduced by 2%–3% in solid-
density Al plasmas [47], thus slightly increasing core-hole
ion lifetimes. This effect is partly compensated for by the
radiative decay rates also being decreased, weakening the
overall effect on emitted line intensities. We conclude that
this effect will have a negligible impact on the measure-
ment here.
After constraining the plasma conditions, accounting for

IPD and for possible variations in the Auger rate, our
experimental data can be modeled successfully only with
the BCF model given in Eq. (1). This model is by definition
consistent with other collisional ionization models in the
atomic limit, including semiempirical models, yet scales
differently from the Lotz and BC models in the dense,
strongly coupled regime. The nature of this scaling is
important, because collisional ionization processes can no

longer be considered binary events at high densities but
become increasingly many-body screened interactions
[48]. Such effects are most important near the ionization
threshold [49], i.e., for electrons with kinetic energies
comparable to the ionization potential, so obtaining the
correct scaling of the collisional cross sections with density
remains of paramount importance to model collisions in the
warm-dense matter regime.
Modeling the plasma evolution with different collisional

rate models in SCFLY does not significantly change the
conditions under which the 2p → 1s transition takes place,
as the LTE relations remain generally valid. The main
difference is that the plasma ionizes at a different pace, and
the emission takes place at a different point in time.
The increased collisionality can be attributed to thermal

electrons, rather than nonthermal electrons produced via
Auger decay or L-shell photoionization, as the thermal
collisions are strongly dominant once the conditions of
peak emission are reached at temperatures above ∼70 eV
[17]. Nonthermal collisions would also tend to affect lower
charge states more than higher states, leading to a skew in
the emission spectrum for nonresonant lines which is not
observed experimentally. We have conducted simulations
with the BIGBART code [7,50], which explicitly considers
nonthermal electron distributions, and have confirmed that
nonthermal electrons affect the CI rates by less than 10% in
our experimental conditions.
Because of the need to include density effects in line into

the atomic kinetics calculations, the collisional cross

FIG. 3. Simulated evolution of the pumped K2L3 (left) and
K1L4 (right) populations in temperature-density space. Charge
state populations are obtained from SCFLY simulations using the
BCF model [Eq. (1)] that match the experimental conditions and
are binned in a 2D temperature-density histogram across all
points in time and space. Both populations peak near the LTE
conditions, represented by the white dotted curve.

FIG. 4. Collisional ionization cross section for the K1L4 (7þ)
Mg ion. Theoretical and semiempirical models predict similar
cross sections in the atomic limit. Accounting for increasing
density via IPD lowers the threshold and raises the cross section;
here the BCF model differs significantly from the Lotz and BC
models. The range of cross sections consistent with our exper-
imental results shown in Fig. 1 lies within the shaded band.
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sections used in SCFLY are in parameterized form and scale
for core-hole ions as dictated by the shell populations and
ionization thresholds. While this may not be the most
accurate way to model a core-hole state, we show in Fig. 4
that such cross sections (Lotz, BC, CAM, and BCFmodels)
agree relatively well in the atomic limit with other
theoretical results obtained from the Los Alamos Atomic
Physics code suite, via scaled hydrogenic [36,44,51],
distorted wave [52–55] and binary encounter calculations
[56–59]. In Fig. 4, we also show how the parameterized
models scale with increasing density. The range of cross
sections consistent with our experimental results from
Fig. 2 is shown as the shaded region in Fig. 4. We note
that, while the IPD is the same for all models, the scaling of
the cross sections can be very different within different
models, leading to the BCF model predicting a cross
section approximately 2.7 times larger than those of the
BC or Lotz models. As was already clear from the spectral
modeling in Fig. 2, only the BCF model matches with the
experimental range.
In summary, we have presented experimental measure-

ments of femtosecond collisional ionization dynamics in
solid-density, yet optically thin Mg, showing that colli-
sional ionization and recombination cross sections in the
warm-dense matter regime are larger than predicted by
several widely used models. A bright, narrow bandwidth
x-ray FEL pulse was used to drive a 1s → 2p resonance in
highly ionized Mg ions, and the relaxation of the system
was investigated via x-ray emission spectroscopy in a
plasma very close to LTE. We have presented a collisional
ionization cross section model that is in excellent agree-
ment with the experimental results following detailed
collisional-radiative modeling using the non-LTE code
SCFLY. We have shown that accounting for the density
dependence of collisional cross sections near the threshold
is of key importance, over and beyond the aspects of
ionization potential depression alone. We note that the
observed faster rates of collisional ionization are beneficial
for the establishment of LTE conditions on femtosecond
time scales in nonequilibrium systems. The higher cross
sections at high electron densities can have far-reaching
consequences, as transport properties such as the conduc-
tivity typically scale with the inverse of the electron-ion
collision frequency. Additionally, more efficient collisional
dynamics could further limit the time scales before the
onset of observable electron damage in nonperiodic nano-
scale samples, such as viruses [60] or disordered crystals
[61], investigated via coherent diffraction imaging experi-
ments on FELs at ultrahigh x-ray intensities.
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