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We investigate the effects of high fluid velocities on flow and tracer transport in heterogeneous porous
media. We simulate fluid flow and advective transport through two-dimensional pore-scale matrices with
varying structural complexity. As the Reynolds number increases, the flow regime transitions from linear to
nonlinear; this behavior is controlled by the medium structure, where higher complexity amplifies inertial
effects. The result is, nonintuitively, increased homogenization of the flow field, which leads in the context
of conservative chemical transport to less anomalous behavior. We quantify the transport patterns via a
continuous time random walk, using the spatial distribution of the kinetic energy within the fluid as a
characteristic measure.
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Natural geological formations are characterized by a
complex, irregular, heterogeneous spatial structure that
strongly affects the dynamics of fluid flow and chemical
transport [1]. This heterogeneity leads to non-Gaussian,
multiscale velocity field distributions [2], which in the
context of transport induces non-Fickian (anomalous)
behavior [3].
Single-phase flow in porous media is usually described

by Darcy’s law, V ¼ −ðk=μÞ∇I, where μ is the fluid
dynamic viscosity and the permeability tensor of the
domain, k, controls the average fluid velocity V under
an external pressure gradient ∇I. This expression follows
directly from the Navier-Stokes equations by assuming that
the inertial effects and terms that express energy dissipation
can be neglected as a result of momentum transfer within
the fluid [4]. This is generally a good approximation for
viscous flow conditions (low Reynolds numbers).
However, in natural geological formations, where structural
heterogeneity exists at every scale—from continuous, pore-
scale heterogeneity fluctuations through abrupt hetero-
geneity changes between different geological units—these
assumptions may be seriously misleading.
Andrade et al. [5] examined the contribution of inertia to

flow, in terms of stream functions, in two-dimensional
domains with randomly distributed obstacles. In these
sparse domains, with a porosity of 0.9, they found that
viscous forces generate well-defined preferential channels
for fluid flow at low Reynolds numbers (Re). In contrast,
this channeling effect is less intense for higher Re, and due
to the relative contribution of inertial forces, the streamline
distribution in the direction orthogonal to the main flow
becomes more spatially homogeneous. It is unclear, how-
ever, how inertial effects impact these flow phenomena [6]
and chemical transport [7] in heterogeneous geological
porous media, where porosities are significantly lower and
the pore space configuration is highly irregular.

Chemical transport in heterogeneous porous media is
determined by the interplay between advection and dif-
fusion. For advection-dominated regimes, where molecular
diffusion can be neglected, the transport of chemicals
essentially follows the velocity field streamlines.
Therefore, correct interpretation of the velocity field spatial
distribution is a key aspect in predicting chemical transport
in porous media [8–10]. In this context, the preferential
flow paths induced by structural heterogeneity lead to
focusing of chemical transport [11,12]; hence, only a
portion of the velocity field controls most of the transport.
Flekkøy et al. [13] studied the effects of inertia on tracer
movement in Hele-Shaw cells with a single obstacle. They
found the even at relatively low Re (Re ≥ 0.02) the
irreversibility observed in forward-backward (echo) flow
experiments is due to inertial forces, in addition to
molecular diffusion.
The purpose of this Letter is to demonstrate the effect of

Re on fluid flow and transport of conservative (nonreactive)
chemical species through porous media with various
patterns of structural heterogeneity. In particular, we show
how the regions in the domain that actively participate in
the transport, and the range of velocity values that are
sampled during the transport, vary under different flow
regimes as a result of inertial effects. We then interpret the
resulting transport behavior within the continuous time
random walk (CTRW) framework, using the spatial dis-
tribution of the kinetic energy within the fluid—which is
itself a function of Re—as a characteristic measure.
We generated three types of two-dimensional, hetero-

geneous porous media systems, each with an average
porosity of 0.45. The porous systems are based on a
pore-scale image adapted from a natural rock material
[14], with a porosity of 0.58, which was rendered as a black
and white image of solid grains and pore space, respec-
tively. This image formed the basic template (unit) for the
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porous media we consider; this unit was then modified
twice by scaling (enlarging) the solid phase uniformly
around the perimeter of each solid grain, to obtain three
topologically similar porous units with porosities of 0.32,
0.45, and 0.58. Each of the three heterogeneous systems
was constructed randomly from these pore-scale units; we
generated 10 realizations of each system, with overall
dimensions of 8 cm (width) ×6 cm (height). The porous
media systems (Fig. 1) are characterized here as the
homogeneous system (HS), randomly heterogeneous sys-
tem (RHS), and structured heterogeneity system (SHS).
The HS and SHS are composed of (4 × 3) 12 units, while
the RHS contains (16 × 12) 192 units. Below, we refer to
the order HS, RHS, SHS as an increase in heterogeneity.
Fluid flow through these systems (Fig. 1) was deter-

mined by solving (using COMSOL Multiphysics®) the Navier-
Stokes equations for steady, incompressible flow:
ρðU · ∇UÞ ¼ −∇pþ μ∇2U; ∇ · U ¼ 0, where U is the
pore-scale (local) fluid velocity, p is the fluid pressure,
and ρ is the fluid density. No-slip conditions are applied at
the fluid-solid interface. A constant velocity is specified in
the normal direction to the inlet boundary (left side), and a
constant reference pressure is prescribed at the outlet (right
side). The remaining (horizontal) boundaries are treated as
impermeable. These conditions are representative of many
experimental setups for macroscopically one-dimensional
flow and transport [15,16]. The Re in the simulations is
defined as Re¼ ρdpŪ=μ, where Ū is the average fluid
velocity and dp is the average diameter (1 mm) of the solid
particles. The range of Re values considered here was
10−4 < Re < 101, within the laminar flow regime [5,17].
Note that streamlines resulting from solution of the Navier-
Stokes equations are determined by both the value of Re
and the presence and configuration of the solid grains
(“obstacles”), which lead to expansion and compression of
streamlines in the vicinity of the solid grains.
To evaluate inertial effects on conservative chemical

transport, we consider advection-dominated regimes, and

neglect molecular diffusion to avoid effects that arise from
the interplay between advection and diffusion. We point out
that, as shown below, effects of inertia become significant
at higher Re—i.e., for higher average fluid velocities across
the domain—so that the influence of diffusion can gen-
erally be neglected given the different time scales between
advection and diffusion. Chemical transport is modeled by
a particle tracking algorithm (with 105 particles represent-
ing chemical mass) that uses a semianalytic streamline-
based method [9] to simulate particle movement by
advection along the velocity-field streamlines. Particles
are introduced to the system by a pulse injection, with a
flux-weighted distribution along the inlet boundary, and
monitored until they exit from the outlet boundary.
To assess changes in the spatial distribution of the flow

field that result from increasing the effect of inertial forces,
we quantify the statistics of the flow-field kinetic energy
distribution. We divide the flow domain into a grid
containing n ¼ 3000 × 2000 (x, y axes) cells. Following
Andrade et al. [5], we define a “participation” number π as

π ≡
�
n
Xn
i¼1

q2i

�−1
; ð1Þ

where qi ≡ ei=
P

n
j¼1 e

2
j , ei ∝ ðu2i þ v2i Þ is the kinetic

energy of the fluid cells, and ui and vi are the velocity
components of U. From Eq. (1), the participation number
range is 0 ≤ π ≤ 1; π ¼ 1 for a purely homogeneous
system, whereas the velocity field shows strongly defined
(spatial) preferential paths when π → 0.
Figure 2 shows π as a function of Re in the three porous

media systems (HS, RHS, and SHS). The large increase in

FIG. 1. Spatial structure (top row) and normalized velocity field
(bottom row) for the different systems (from left to right):
homogeneous system (HS), randomly heterogeneous system
(RHS), and structured heterogeneous system (SHS). HS and
SHS are each composed of (4 × 3) 12 units, and the RHS contains
(16 × 12) 192 units. The color bar is in logarithmic scale
logðU=ŪÞ.

FIG. 2. Dependence of the normalized participation number
(π�) on Reynolds number (Re), for HS (blue circles), RHS (gray
squares), and SHS (red diamonds), averages of 10 realizations for
each system. In each case, π was normalized by the initial value
(at the smallest Re), so that the first value is equal to 1; thus, while
0 ≤ π ≤ 1, here π� ≥ 1. Because the spatial distribution of the
velocity field may vary significantly among realizations, particu-
larly for the SHS, we use π� to examine the standard deviation of
the realizations (error bars). Where not visible, the error bars lie
within the symbols.
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π at a specific Reynolds, Re� ≈ 1, indicates the transition
between the linear (Darcy’s law) regime and nonlinear
behavior; the transition occurs at smaller Re� as the
medium heterogeneity increases.
We find that for all systems (and for each of the

individual realizations), π depends on Re as π ¼ π0 þ
ζReλ (so that π� ¼ 1þ ζ�Reλ), where ζ and λ relate to
contributions of inertia. The numerical simulations clearly
demonstrate that the effect of inertia depends on structural
heterogeneity of the medium; from analysis of the simu-
lations, we have that ζ increases with heterogeneity
(ζHS¼1.7×10−8, ζRHS¼3.36×10−5, ζSHS¼3.31×10−4),
and λ decreases (λHS ¼ 3.6, λRHS ¼ 1.88, λSHS ¼ 1.45).
The initial flow field homogeneity index, π0, decreases
with heterogeneity (π0 ¼ 0.24, 0.17 and 0.11, for HS, RHS,
and SHS, respectively).
We now examine conservative chemical transport in

these systems. For purely advective transport, chemical
species (“particles”) simply follow the streamlines.
However, due to the role of preferential paths and stagnant
(low velocity) zones within the flow field, migrating
chemicals do not fully sample the spatial domain nor the
range of velocity values in the velocity field distribution
[12]. We analyze the effect of Re on the portion of the
velocity field that actually contributes to the transport. In
each realization, we record the grid cells that are visited by
particles throughout the simulation. This information was
collected for different Re, with 10 realizations for each
porous medium system. The particle visitation maps were
transformed using the stationary velocity field into a
probability density function of normalized velocities
Ω ¼ PDFðUp=ŪÞ, where Ū is the average velocity and
Up is the local particle velocity in each cell.
Figure 3 (left column) shows Ω for each system, with

two Re that are in the vicinity of the transition zone (Re�) of
π. Similar to the results depicted in Fig. 2, the inertial
effects become evident as the structural heterogeneity
increases, and result in a faster decline over the lower
range of Up=Ū. Thus as Re increases, the velocity field
distribution controlling chemical transport becomes nar-
rower, thus leading to more uniform transport and reducing
the degree of anomalous behavior. The right column in
Fig. 3 indicates the slope (1þ β) of the power-law region
(Up=Ū < 1) in Ω, for each Re, averaged over 10 realiza-
tions. Similar to π (Fig. 2), we find a transition zone with a
power dependency (solid lines).
The inset (Fig. 3) compares the velocity field distribution

of the fluid throughout the system and the distribution of
velocities experienced by the migrating chemical species,
for a single realization. Clearly, the particle distribution
differs from the fluid velocity field distribution, with the
higher velocity grid cells being sampled more heavily.
Thus, to predict transport behavior in porous media, one
must consider the velocity distribution actually sampled by
chemical species, rather than the overall flow field

distribution. We point out, too, that increasing Re was
found (not shown) to have a functionally negligible effect
on the difference in velocity distributions, such as those
appearing in the inset of Fig. 3—affecting only a small
portion of the tail of lowest fluid velocities—relative to the
effect of changing Re on the particle velocity distributions.
Note that increasing the number of particles by an order of
magnitude yielded the same results in all cases.
To quantify the impact of Re on the transport of chemical

species, we use the CTRW framework [3,18], which treats
tracer motion in porous media as particles undergoing
various types of transitions. These transitions are defined
by ψðtÞdt, which is the probability of a particle that just
arrived at a site moving to an adjacent site in a time between
t and tþ dt. Because the distance between successive cells
is constant, the particle transition in space has a narrow
range, and ψðtÞ is directly proportional to 1=Ω [9,12]. The
long time tailing of ψðtÞ (i.e., the low velocity zone of Ω) is
the feature that determines the transport propagation [3],
and it is the region most affected by the magnitude of Re
(Fig. 3). This part of ψðtÞ can be approximated by a power-
law dependence ψðtÞ ∼ t−1−β [19], where β (0 < β < 2)
takes into account the velocity field distribution that
controls transport, and higher values of β (less anomalous
transport behavior) are compatible with more homo-
geneous flow fields. Because ψðtÞ ∝ 1=Ω ∼ t−1−β, we
can evaluate β from the results in Fig. 3 (right column).
Thus ψðtÞ, like π, is modified according to Re. Inertial
effects cause a similar change in the spatial distribution of

FIG. 3. Left column: Probability density function (Ω) of the
normalized particle velocities ðUp=ŪÞ, averaged over 10 real-
izations, for Re ¼ 0.4 (blue) and Re ¼ 4 (red); HS (upper), RHS
(middle), and SHS (bottom). Right column: The slope (1þ β) of
the Ω power-law region for each Re (each averaged over 10
realizations). The two colored markers in the plots represent the
Re shown in the left column. Inset: Comparison between the
velocity field density functions (for a single realization) of the
fluid throughout the system (purple) and the particles that are
transported within it (green) with Re ¼ 0.4.
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the kinetic energy within the fluid (π), and in the power-law
region of the particle velocity distribution (1þ β), so that
we find the power dependency of ð1þ βÞ�, i.e., 1þ β
normalized by its initial value, to be similar to π� (with
≤ 3% deviation). Thus, ð1þ βÞ� ≈ π� ¼ 1þ ζ�Reλ, so
that 1þ β ∝ π.
As a result, we expect that higher Re (Re ≥ Re�) will

reduce the degree of anomalous transport behavior (β
increases). This can be quantified by analyzing the particle
breakthrough curves (BTCs) obtained from the streamline-
based particle tracking simulations. Figure 4 shows the
normalized cumulative BTCs (N p) for the three systems
(each with a representative realization of the system), at
different Re (near Re�). For comparison, the time axis (τ)
was normalized between 0 ≤ τ ≤ 1, by the final times of
the simulations (which are proportional to the fluid average
velocity, Ū). In addition, we used the CTRW framework in
a particle tracking approach (solid and dashed lines), using
a truncated power law function for ψðtÞ (see Ref. [20] for
more information about the CTRW particle tracking
method). Values of β used in the simulations were pre-
scribed using the slope of the particle velocity distribution,
1þ β (Fig. 3, right column), at each Re (HS, βRe¼0.4≈
βRe¼4 ¼ 1.78; RHS, βRe¼0.4 ¼ 1.36 and βRe¼4 ¼ 1.37;
SHS, βRe¼0.4 ¼ 1.26 and βRe¼4 ¼ 1.31), with increases
in β over increasing Re of 0.02%, 0.8%, and 3.9% for
HS, RHS, and SHS, respectively. These percentage
increases are similar (not shown) to the relative increases
in π� with increasing Re (Fig. 2). While these increases
might be considered small, they have a significant impact
on the degree of anomalous tracer transport (see Fig 4).
To conclude, we confirm that deviation from a linear

flow (Darcy’s law) regime occurs as Re increases, and
intensifies when the spatial heterogeneity of the porous
medium increases. The structural heterogeneity is man-
ifested both in terms of pore-scale variability and the
existence of larger-scale, abrupt structural variations.
Thus, when these variations are coupled to relatively high
fluid velocities (but still within the laminar flow regime),

the contribution of inertia to fluid flow and chemical
transport is amplified. Somewhat nonintuitively, however,
we demonstrate that the fluid velocity field tends to become
more spatially homogeneous with an increase in Re; the
sensitivity to the transition and the strength of the nonlinear
behavior are controlled by the structure of the medium. We
emphasize that these findings are generic, in the sense that
they can be expected to be valid for any heterogeneous
porous medium with similar boundary conditions. We
quantified this behavior via the participation number π;
we find that π ¼ π0 þ ζReλ, where ζ and λ represent
system-dependent contributions to inertia, and π0 charac-
terizes the Darcy regime.
We also showed that the distribution of particle velocities

deviates strongly from the velocity field distribution in the
entire domain (Fig. 3, inset); particles tend to follow high
velocity regions, and avoid the low velocity regions
(preferential pathways), as a function of medium structure
but also as a function of Re. This behavior is of immense
importance when attempting to predict transport behavior
through direct interpolation of the fluid velocity field, as
done in many frameworks. We note that in cases where
relevant, the impact of molecular diffusion is expected to
reduce some of the impact of preferential paths on flow and
transport. We also suggest that the dominance of prefer-
ential flow paths will increase in three-dimensional sys-
tems, so that the effect of inertia on advective-dominated
transport can be expected to be at least as strong as in the
two-dimensional systems considered here.
Significantly, with increasing Re, the portion of the

velocity field that actively contributes to chemical advec-
tion-dominated transport exhibits increasingly narrower
distributions of velocity values. This result leads to more
uniform chemical transport, reducing the degree of anoma-
lous behavior. This behavior was quantified by determining
particle breakthrough curves (Fig. 4), and deriving the
particle Lagrangian-velocity distribution (Fig. 3), to inter-
pret the effects of high velocities on transport within the
CTRW framework. The CTRW matches the BTCs (Fig. 4)
by using β derived from the particle velocity distribution
(Fig. 3). This leads us to use the spatial distribution of the
kinetic energy within the fluid—which is itself a function
of Re—as a characteristic measure that determines 1þ β ∝
π for transport in porous materials in the presence of inertia.
The range of Re numbers examined here, wherein effects

of inertia are shown to be significant—Re ∼0.1–10—is
relevant in laboratory systems and in natural subsurface
geological environments, in cases where flow rates are
relatively high. For the latter, this is particularly relevant in
the vicinity of pumping and injection wells (which are often
used for domain characterization via tracer testing), and in
fractured porous systems where velocities in fractures can
be significantly higher than in porous media. In this context
too, with an increasingly homogeneous flow field with
increasing Re, an effect of inertia is to reduce the degree of

FIG. 4. Normalized cumulative breakthrough curves (N p) for
two Re, using the streamline-based particle tracking simulations
(markers) and the associated CTRW framework results (lines),
Re ¼ 0.4 (blue), and Re ¼ 4 (red).
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spreading and mixing for any given heterogeneous
porous domain. This, in turn, affects not only conservative
chemical transport, but can also be expected to influence
the dynamics of reactive chemical transport and associated
reaction rates. Given that inertia is seen to strongly
impact fluid flow and chemical transport in natural porous
media—even at Re < 1—the findings here have major
significance for understanding and quantification of these
phenomena in geological environments.
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