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We investigate the steady state of a system of photons in a pumped dye-filled microcavity. By varying
pump and thermalization the system can be tuned between Bose-Einstein condensation, multimode
condensation, and lasing. We present a rich nonequilibrium phase diagram which exhibits transitions
between these phases, including decondensation of individual modes under conditions that would typically
favor condensation.
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Phase transitions in systems governed by quantum sta-
tistics at thermal equilibrium have been investigated
intensely. Canonical examples of these transitions are the
formation of Cooper pairs in the superconductivity transition
[1], or the transition of a thermal cloud of bosonic atoms to a
Bose-Einstein condensate (BEC) as temperature decreases
[2,3]. The study of nonequilibrium phase transitions has
spanned many disciplines from classical physics to social
sciences [4], and explained many phenomena, such as trends
in society [5] or traffic jams [6]. Only recently has attention
turned to nonequilibrium phase transitions in quantum
systems. For example, the condensation of polaritons in
semiconductor [7–9] or organic [10,11] solids has been
observed outside thermal equilibrium. Dynamical and non-
equilibrium quantum phase transitions are among the most
impressive experimental uses of quantum simulators, using
trapped atoms [12], trapped ions [13,14] and NMR qubits
[15]. Driven-dissipative many-particle quantum systems
showing intricate phase diagrams [16,17] and bistability
phenomena giving rise to coexisting phases have also been
observed [18], including using superconducting qubits [19].
Our system of study is a gas of photons confined in a

dye-filled microcavity which, when the dye is pumped, can
be made to thermalize and Bose-Einstein condense [20,21],
as predicted by thermal-equilibrium theory. Thermalization
results from absorption and reemission of light from the
cavity by the dye [22], which is limited by emission from
the cavity [23,24]. Thermal equilibrium is thus always
imperfect and breaks down completely if the cavity is far
detuned from the dye molecular resonance [25,26]. The
system then features multimode condensation [24,27,28] as
a clear signature of nonequilibrium behavior. It has been
noted that multimode systems driven far from equilibrium
can show multimode condensation [29], and that the
kinetics of two-mode laser systems can be made to show
a sort of minimalist Bose-Einstein condensation [30,31].
Extrapolating from prior experiments on nonequili-

brium phase transitions [17,19], one would expect that

condensation is always favored by an increase in the pump
rate [7,20] and a decrease in thermalization rate. This is
typically true for the overall fraction of photons in con-
densed modes. For individual modes, however, we also find
the opposite behavior in the regime far out of equilibrium.
That is, modes with condensed photons can lose their
macroscopic occupation as the pump rate is increased,
which is similar to decreasing entropy as temperature
increases or negative heat capacities [32]. This gives rise
to a highly complex dependence of the steady state on
properties like pump rate, geometry, and the time scale of
thermalization.
We employ a model [25] that has been derived from a

fully quantized microscopic description of a dye-filled
cavity, which is applicable to a wide range of systems
which need only satisfy a few criteria: an optical environ-
ment with a well-defined ground state, a fluorescent gain
medium, and rescattering of light faster than loss resulting
in thermalization. We predict the dependence of multimode
condensation on such properties, and despite the nonlinear
nature of the system we find analytic laws characterizing
condensation and decondensation that coincide accurately
with numerically exact solutions.
In dye-filled microcavities only one longitudinal mode

of the harmonic cavity is sufficiently close to resonance
with the dye molecules; the dynamics can then be reduced
to a two-dimensional model with transverse modes labeled
by m ¼ ½mx;my�. Taking into account loss through the
mirrors and spontaneous emission from dye molecules into
modes that are not confined within the cavity results in the
well-established equation of motion [24]

dnm
dt

¼−κnmþ ρΓðmÞ
↓ fmðnmþ 1Þþ ρΓðmÞ

↑ ðfm− 1Þnm; ð1Þ

for the average occupation nm of mode m, where κ is the

cavity decay constant, ΓðmÞ
↑ and ΓðmÞ

↓ are, respectively, the
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rates of absorption from and emission into modem, and ρ is
the areal density of molecules; fm is the fraction of excited
molecules interacting with mode m, and it is given in terms
of the fraction fðrÞ of molecules at point r which are
excited and the mode profile ψmðrÞ via the relation
fm ¼ R

d2rfðrÞjψmðrÞj2. The dynamics of the excited-
state population is governed by

∂fðrÞ
∂t ¼ −Γtot

↓ ðrÞfðrÞ þ Γtot
↑ ðrÞ½1 − fðrÞ�; ð2Þ

in terms of the rates of total absorption and emission,
Γtot
↓ ðrÞ and Γtot

↑ ðrÞ, which depend on the mode occu-
pations via

Γtot
k ðrÞ ¼ ΓkðrÞ þ

X
m

jψmðrÞj2ΓðmÞ
k ðnm þ δk↓Þ; ð3Þ

with k ¼ ↑;↓ and δ↑↓ ¼ 1 − δ↓↓ ¼ 0, where Γ↑=↓ðrÞ are
the pump rate of molecules by the laser, and the decay of
molecules not captured by emission into the modeled
cavity modes.
As the thermalization process occurs when excitations

are exchanged between cavity modes and dye molecules,

we compare the rate of absorption ρΓðmÞ
↑ to the rate of loss κ

and define the thermalization coefficient γ ¼ ρΓ½0;0�
↑ =κ [33].

We choose parameter values appropriate to real experi-
ments, but specify all values in units of cavity decay κ
(which for typical experiments is of the order of 109=s) and
harmonic oscillator length L (the mean spatial extent of the
lowest cavity mode). The shape of absorption and emission

profiles ΓðmÞ
↑=↓ for the individual modes are extracted from

experimental data [34] and their peaks are set to 1.2 ×
10−9κ (see Supplemental Material [35]). We consider a
slightly anisotropic cavity with mode spacings ωx ¼
ωy=1.01 ¼ 3 × 104κ, and a detuning between the molecu-
lar resonance frequency and the lowest cavity eigenfre-
quency ranging from −3.5 × 105κ to −1.89 × 105κ. The
pump of the molecules of areal density ρ ¼ 1012=L2 has a
Gaussian profile with width 20L, and the decay rate Γ↓ of
excited molecules is set to Γ↓ ¼ κ=4. The anisotropy of the
cavity is chosen in order to avoid degeneracies, but it is
sufficiently small so that mode pairs ½mx;my� and ½my;mx�
behave almost identically, and their condensation thresh-
olds are hardly distinguishable. We will therefore only
discuss modes ½mx;my� with mx ≤ my. In order to arrive at
a finite-dimensional problem, we consider cavity modes
with mx þmy ≤ 6 only.
Figure 1 (top panel) depicts the stationary solutions for

mode occupations as functions of pump rate, and one can
see steplike increases and decreases of the populations, i.e.,
condensation and decondensation of individual modes at
specific values of pump rate. The BEC phase is defined by

condensation in the lowest cavity mode only, whereas a
multimode condensate contains additional condensed
modes. Any phase with one or more condensed modes
but an uncondensed ground mode is considered a laser [37],
and any phase without any condensed modes will be called
uncondensed. With increasing pump rate, Fig. 1 (top panel)
thus features the transition from an uncondensed phase to
BEC, followed by a transition from BEC to a multimode
condensate, and three transitions between different multi-
mode condensates.
Despite the system’s complex, nonlinear behavior, we can

develop an understanding of (de)condensation in terms of
the decomposition of the total pump rate into individual
contributions given in Eq. (3). For low populations nm of all
modes, the total rates of absorption and emission can bewell
approximated by direct pumping and loss; i.e., Eq. (3)
reduces to Γtot

↑=↓ðrÞ≃ Γ↑=↓ðrÞ, so that the pumping of dye
molecules [Eq. (2)] is proportional to the external pumping.
In the case of strongly occupied modes, on the other hand,
the approximation Γtot

↑=↓ðrÞ≃
P

mjψmðrÞj2Γm
↑=↓nm in terms

of the rates Γm
↑=↓nm of stimulated absorption and emission

holds, and the proportion of excited dyemolecules is largely
independent of external pumping but depends mostly on the
interactionwith the condensedmode ormodes.Molecules in
spatial domains where jψmðrÞj2Γm

↑=↓nm ≫ Γ↑=↓ðrÞ are thus
clamped to mode m.
As pumping is increased, the excitation of unclamped

molecules grows. In particular, uncondensed modes thus
experience a growing reservoir of excitations that can help
them to gain enough population to condense. As a mode

FIG. 1. The upper panel depicts the mode populations nm as
functions of pump rate for a constant thermalization rate γ ¼ 1.8.
One can clearly see how mode [0, 1] condenses and then
decondenses with increasing pump rate. The lower panel depicts
the fraction of excited molecules fm accessible to any mode, and
substantiates that the decondensation of mode [0, 1] is congruent
with a decrease of f½0;1�. This is highlighted in the central panel,
which is a magnification of the lower panel.
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condenses it also starts to clamp dye molecules and the
number of molecules clamped to this mode grows with
increasing population nm. This mode thus enters a com-
petition for access to excitations with the other modes.
Since the excitation of molecules that are clamped to a
condensed mode is approximately independent of the
external pump, an initially condensed mode does not
benefit from this increase in pump. Such a mode is thus
likely to lose the competition and decondense. This effect
can be explicitly seen in the fraction of excited molecules
f½0;1� accessible to mode [0, 1] as shown in Fig. 1 (center
and bottom panels). f½0;1� increases below the condensation
threshold of mode [0, 1]; but as clearly visible in the center
panel, f½0;1� becomes independent of the pump exactly at
threshold. This clamping mechanism survives the onset of
the condensation of mode [0, 2], but as the population of
mode [0, 2] grows, the fraction of excited molecules f½0;1�
accessible to mode [0, 1] decreases. Quite strikingly, this
decrease is rather minute and visible only in the magnified
panel. Nevertheless, it has an extremely significant impact
and results in decondensation of mode [0, 1].
With this qualitative understanding of decondensation at

hand, we can now proceed to a quantitative prediction of
condensation thresholds; a more detailed analysis and the
explicit analytic solutions can be found in the Supplemental
Material [35]. The mode population nm for stationary
solutions toEq. (1) diverges iffm approaches the critical value

fcm ¼
ΓðmÞ
↑ þ κ

ρ

ΓðmÞ
↓ þ ΓðmÞ

↑

: ð4Þ

Neglecting contributions from uncondensed modes to the
total pump rate [Eq. (3)], one obtains the stationary solutions

fðsÞm ¼
Z

d2rjψmðrÞj2
Γtot
↑ ðrÞ

Γtot
↑ ðrÞ þ Γtot

↓ ðrÞ ð5Þ

of Eq. (2) for allmodes as functions of the mode populations
nm of the condensed modes. Gain clamping implies the
condition fsm ≲ fcm for the condensed modes, which, in turn
determines nm for all condensed modes. This permits
identification of pump rates (or other system parameters)
that achieve the condensation condition for an originally
uncondensed mode. The thresholds for Bose-Einstein con-
densation, multimode condensation, and the decondensation
of mode [0, 1] while mode [0, 2] is condensed are depicted as
white lines in the phase diagram depicted in Fig. 2.
The accuracy of these estimates can be verified by

comparisons to numerically exact solutions. The steady-
state solution of Eq. (1), together with Eq. (5), can be found
with algebraic root-finding routines, and we verified
explicitly that the obtained solutions coincide with the
solutions obtained by propagation until a stationary state is
reached. Defining phase boundaries can be done unambig-
uously in the thermodynamic limit, but it poses an intricate
problem in systems of finite size. Since numerically exact
solutions do not result in diverging mode populations, we
employ large increases in the population of a single mode
under small changes of driving conditions [as depicted in
Fig. 1 (top panel)] as indicators of condensation threshold
[7,27]. Quantitatively, we define the threshold of conden-
sation (decondensation) as an increase (decrease) in

FIG. 2. Phase diagram of the photon gas as function of pump rate Γ↑ and thermalization coefficient γ. Different colors indicate the
number of condensed modes with the sole exceptions of “laser,” which indicates condensed phases of the system without condensation
in the ground mode, and “truncated,” indicating potential truncation errors as the highest considered mode has condensed. Capital letters
indicate which modes are condensed in a given region. Narrow areas in which only one of modes ½mx;my� and ½my;mx� are condensed
are treated as if both modes are condensed in order to avoid structures that are too detailed; the fine structures between regions I and J
and adjacent to region M are a result of this. Rough phase boundaries in the top left region are due to limited numerical accuracy. The
analytic estimates for various phase transitions indicated by white lines coincide very accurately with the numerically obtained
thresholds. The cut for γ ¼ 1.8 through the phase diagram depicted in Fig. 1 is indicated by bold arrows.
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population greater than 3 orders of magnitude over an
increase in pump rate of 10%, but due to the sharp nature of
all observed transitions, the identification of threshold is
largely independent of the explicitly chosen numerical
values [35].
As depicted in Fig. 2 the system at lower pump rates is in

the uncondensed phase, with no condensed modes. At large
thermalization coefficient and pump rate the system is in
the BEC phase. As the thermalization coefficient is
decreased from here, the system passes through various
multimode phases, until the ground mode is no longer
condensed. Under these conditions the system behaves like
a laser, where condensation is a consequence of stimulated
emission, rather than a condensate, for which absorption
and emission play equally important roles. The trend that
strong pumping and weak thermalization favors condensa-
tion is observed for the onset of Bose-Einstein and multi-
mode condensation, but in the regime of multimode
condensation the behavior becomes more complicated
and decondensation can be induced through an increase
in pump rate Γ↑ or a decrease in thermalization coefficient
γ. Given the extremely sensitive dependence of the sys-
tem’s phase on the excitation of dye molecules, there are
several instances where small changes in pumping or
thermalization result in a substantial redistribution of
populations between the modes, and multiple triple and
quadruple points.
Eventually, a critical assessment of experimental rel-

evance is in order. Current experiments are performed for γ
ranging between 0.2 and 5 and pump rates reach rates ten
times the threshold value [27]. Exploring the upper half of
the phase diagram presented in Fig. 2 requires substantially
stronger pumping than currently realized. Since pulsed
lasers can achieve peak pump rates 3 orders of magnitude
higher than cw lasers, with pulse durations longer than the
time taken to reach steady state, this seems a perfectly
viable option.
Given the general applicability of the employed model,

one can expect that multimode condensation and decon-
densation both inside and outside the lasing regime will be
observable in plasmonic lattices coupled to dyes, which
have recently shown condensation [38], semiconductors in
photonic crystal resonators [39], and also more conven-
tional laser systems. Exciton-polariton condensates (both
semiconductor and organic), however, differ from photon
condensates in that the mixed light-matter excitations relax
directly through their matter component, whereas in photon
and plasmon condensates equilibration occurs via
exchanges between weakly coupled light and molecular
excitations. Our predictions, therefore, do not translate
directly, but it would be intriguing to identify similar
mechanisms in these condensates.
The rich interplay between the different modes observed

in Fig. 2 also offers great opportunities for the creation of
tailored states of light [40], since the mode structure can

easily be influenced through the shape of the cavity [28,41],
lattice [38], or crystal structure [39], and the spatial pump
profile can be varied. Since fluctuations are most relevant
near phase transitions, we expect this rich phase diagram to
be a fruitful tool in the search for unusual quantum
correlations.
The data underlying this article are available at [34].
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