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We study the emergence of dissipation in an atomic Josephson junction between weakly coupled
superfluid Fermi gases. We find that vortex-induced phase slippage is the dominant microscopic source of
dissipation across the Bose-Einstein condensate–Bardeen-Cooper-Schrieffer crossover. We explore differ-
ent dynamical regimes by tuning the bias chemical potential between the two superfluid reservoirs. For
small excitations, we observe dissipation and phase coherence to coexist, with a resistive current followed
by well-defined Josephson oscillations. We link the junction transport properties to the phase-slippage
mechanism, finding that vortex nucleation is primarily responsible for the observed trends of conductance
and critical current. For large excitations, we observe the irreversible loss of coherence between the two
superfluids, and transport cannot be described only within an uncorrelated phase-slip picture. Our findings
open new directions for investigating the interplay between dissipative and superfluid transport in strongly
correlated Fermi systems, and general concepts in out-of-equilibrium quantum systems.
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The frictionless flow of particles in superfluids and super-
conductors is a direct manifestation of macroscopic quantum
phase coherence. But such systems, in certain conditions,
exhibit a nonzero resistivity stemming from dissipative
microscopic processes [1–4]. In particular, when superfluids
flow through constrictions or channels, the maximum flow is
limited by the stochastic nucleation of vortices [4,5]. Vortices
traversing the channel cause the phase to slip and remove
energy from the superflow, which ceases to be dissipationless
[4,6,7]. Phase slips represent the fundamental dissipation
mechanism in superfluid helium [4,6,7], and play also an
important role for the resistivity of thin superconducting
wires and two-dimensional films [3,8–10]. Understanding
and controlling dissipation in superfluids is crucial for
developing novel quantum devices with ultimate sensitivity
[11,12]. In this context, ultracold atomic gases in tailored
optical potentials have emerged as a powerful platform [13].
Dissipative dynamics has been observed in Bose-Einstein
condensates [14–20], and in superfluid Fermi gases in the
presenceof eitherweakobstacles [21–23] or bosonic counter-
flow [24,25]. Recently, quantum transport through weak
links connecting two strongly interacting fermionic super-
fluids has also been realized, observing different dissipation
mechanisms akin to those typical of solid-state devices [26–
28]. In particular, for a planar Josephson junction, we
revealed the onset of vortex-induced dissipation upon reduc-
ing the coupling between the reservoirs [28].
In this work, we demonstrate the direct connection

between phase slips and dissipative transport across a

Josephson junction between atomic superfluids throughout
the Bose-Einstein condensate (BEC)–Bardeen-Cooper-
Schrieffer (BCS) crossover. Notwithstanding the different
nature of the superfluids herein investigated, we find that
phase slippage is the dominant mechanism fostering dis-
sipation of the superfluid energy. We directly detect phase-
slip events, emerging as vortex excitations created within the
junction and shed into the bulk, and we show the link
between the phase-slippage rate and the chemical potential
difference across the junction. In the regime of low phase-
slippage rate, when few excitations are nucleated, the system
exhibits a transient resistive current followed by Josephson
plasma oscillations. For larger initial excitations, instead,
strong dissipation irreversibly suppresses the Josephson
coupling across the junction. We fully characterize the
junction by extracting the conductance G and the critical
current Ic through a resistively shunted junction model,
similar to that used for ordinary superconducting junctions
[1,2]. We find G to depend linearly on the superfluid density
in the weak-link region, whereas Ic is bounded by the value
of the local Landau critical velocity. Our observations
deviate from the behavior of typical superconducting junc-
tions [1,2] or unitary superfluids connected by a quantum
point contact [27], where dissipation is governed by pair-
breaking effects that hinder phase coherence.
We produce fermionic superfluids ofN ≃ 105 atom pairs,

cooling a balanced mixture of the two lowest spin states of
6Li to T=TF ≃ 0.1 [29,30]. Here, TF is the Fermi temper-
ature, kBTF ¼ EF ¼ ℏð6NωxωyωzÞ1=3, where kB and ℏ ¼
h=ð2πÞ are the Boltzmann and reduced Planck constants,
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and ðωx;ωy;ωzÞ≃ 2π × ð14; 140; 160Þ Hz are the trapping
frequencies. Interactions are parametrized by 1=ðkFaÞ,
where a is the s-wave scattering length and kF is the
Fermi wave vector defined by EF ¼ ℏ2k2F=ð2mÞ, with m
being the 6Li atomic mass. The scattering length between
the two spin states is adjusted via a broad Feshbach
resonance located at 832 G [37]. Hereafter, we focus on
three distinct regimes of superfluidity: (i) a molecular BEC
at 1=ðkFaÞ≃ 4.6, (ii) a unitary superfuid at 1=ðkFaÞ≃ 0.05,
and (iii) a BCS superfluid at 1=ðkFaÞ≃ −0.6.We realize the
atomic Josephson junction by splitting the superfluid into
twoweakly coupled reservoirs using a thin Gaussian optical
barrier of variable height V0 and 1=e2 width w≃ 2 μm, few
times wider than the superfluid coherence length across the
BEC-BCS crossover [28,30]. The dynamics is described by
the relative population imbalance z ¼ ðNR − NLÞ=N, cor-
responding to a chemical potential differenceΔμ ¼ μR − μL
across the junction, and the relative phase φ ¼ φL − φR

between the two reservoirs, whereNR (NL) and φR (φL) are
the pair population and phase of the right (left) reservoir,
respectively [see Fig. 1(a)]. Experimentally, we monitor the
relative population imbalance and phase evolutions by
absorption imaging of the in situ density and of the
interfering reservoirs during a time-of-flight expansion from
the trap, respectively [28].
For barrier strengths V0 ∼ μ, the system dynamics is

determined essentially by the competition between the
Josephson tunneling and charging energy [38–40]. When
the tunneling dominates, for small initial excitations, z and φ
undergo Josephson plasma oscillations. In the opposite limit
of large Δμ0 and in the absence of dissipation, the atomic
system is expected to enter the macroscopic self-trapping
state, where a linear increase of φ drives small-amplitude
oscillations of z around a nonzero value at a frequency
∼Δμ0=ℏ [38,39,41–44]. To explore the latter regime, we
prepare a tunable initial imbalance z0, corresponding to
Δμ0=μ ≤ 0.4, with μ denoting the bulk chemical potential at
equilibrium. By lowering the barrier height to the target
value V0 at time t ¼ 0, we induce a current I ¼ _k, where
k ¼ zN=2 [see Fig. 1(a) and Ref. [30] for details]. In
Figs. 1(c) and 1(d), zðtÞ and φðtÞ are displayed for a
molecular BECwith z0 ≃ 0.23 and V0=μ≃ 0.7. We observe
that z displays an initial decay alongside a fast variation of φ
in the range ð−π; πÞ. Thereafter, both zðtÞ and φðtÞ oscillate
around zero at the Josephson plasma frequency ω < ωx with
a relative phase shift of about π=2. A similar behavior is
observed in all explored regimes of superfluidity, as shown
in Figs. 2(a)–2(c), where zðtÞ is compared for BEC, unitary,
and BCS superfluids with z0 ≃ 0.2 and V0=μ≃ 1. While the
observed initial variation of φ is consistent with a running-
phase evolution, the irreversible decay of z reflects the
instability of the macroscopic self-trapping state [39–41,45].
This highlights the presence of dissipation mechanisms,
which could stem from either thermal [14] or collective
excitations [28], which however do not destroy the coherent
coupling across the junction, as demonstrated by the
Josephson dynamics emerging after dissipation. The combi-
nation of running-phase evolution and dissipative flow,
closely resembling the dynamics of strongly coupled super-
fluid 4He reservoirs at T < Tλ [12], suggests the occurrence
of stochastic phase-slip events [see Fig. 1(b)]. This is also
supported by the significant fluctuations of φ detected at
short times [see Fig. 1(e)].
We gain further insight into the microscopic origin of

dissipation by imaging the atomic cloud in time-of-flight
after adiabatically removing the barrier [28,30]. We observe
the initial drop of z to be accompanied by the presence of
vortex defects in the superfluid bulk, detected as local
density depletions predominantly located within the reser-
voir at lower initial chemical potential [see the insets of
Figs. 2(d)–2(f)]. In Figs. 2(d)–2(f), we show the time
evolution of the mean vortex count hNvi extracted from
typically 15 time-of-flight images, acquired in the same

(a)

(b)

(c)

(d)

(e)

FIG. 1. (a) In situ density profile of an atomic superfluid
bisected by a thin barrier with z0 ≃ 0.23. (b) Sketch of a phase-
slip event: a vortex ring is created within the junction at time t,
and it subsequently penetrates into the superfluid bulk after
shrinking. (c),(d) Typical population imbalance z and relative
phase φ evolutions for a molecular BEC at 1=ðkFaÞ ¼ 4.6 and
V0=μ ¼ 0.7. Both solid curves are obtained by a single fit of the
measured zðtÞ with the solution of a RSJ-like circuit model (see
text). Error bars in panel (c) denote standard errors over at least
five independent measurements, while light (dark) circles in panel
(d) represent single (averaged) experimental realizations. (e) Stan-
dard deviation of the measured φ. The two peaks at short times
are associated with stochastic phase-slip events, where shot-to-
shot fluctuations are maximized.
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experimental conditions as in Figs. 2(a)–2(c). In all
explored interaction regimes, hNvi is found to decay within
the same time scale as z. Such a correlated trend of zðtÞ and
hNviðtÞ strongly supports the scenario of dissipation driven
by vortex-induced phase-slip events, where the vortex
nucleation rate γ, i.e., the phase-slip rate, follows the
Josephson-Anderson relation γ ≃ _φ=ð2πÞ ¼ Δμ=h [6,7].
Accordingly, for a given z0, hNvi becomes larger when
moving from the BEC to the crossover regime, reflecting
the increase of Δμ0. Once zðtÞ has dropped below a critical
value, the vortex nucleation rate is strongly reduced, so that
hNvi remains low and pure Josephson dynamics is estab-
lished. hNvi is also determined by the vortex lifetime,
which depends on the interaction strength and is limited by
vortex decay into soundlike excitations, favored by the
density kink at the barrier position [30,46,47]. Although
sound waves must ultimately dissipate into heat, we do not
observe any related appreciable reduction of the condensed
fraction within the measurement time scale [30].
Our observations agree with simulations of weakly linked

three-dimensional bosonic superfluids, showing that phase
slippage typically arises from vortex rings nucleated within
the barrier at the edge of the atomic cloud, which shrink
and cross the junction region perpendicularly to the flow
[see Fig. 1(b)] [48–50].We confirm this scenario by perform-
ing numerical simulations in the BEC and unitary regimes
with the zero-temperature extended Thomas-Fermi model
(ETFM), based on a generalized Gross-Pitaevskii equation
for the pair’s wave function including the chemical potential
from quantum Monte Carlo calculations across the entire
crossover [30,51]. The simulations correctly capture the
decay of z due to vortex shedding into the bulk, which is
favored by the multimode character of our junction [30,47].
Experimentally, we observe defects predominantly oriented

along the tighter confining trap axis, i.e., the imaging line of
sight [see Figs. 2(d)–2(f)]. This is consistent with the
instability of vortex rings towards breaking up into vortex
lines in a radially asymmetric trapwithωy < ωz [52], assisted
also by the slow barrier removal prior to imaging [30,47].
To quantitatively characterize the transport through the

junction, we model it with an equivalent circuit made of
three parallel elements: a Josephson weak link with a
current-phase relation IJ ¼ −Ic sinðφÞ, a shunt resistance
R, and a series LC [20,30]. In this way, we extract the
conductance G ¼ R−1 and critical current Ic. The use of this
model is justified, as we find the dissipative current to be
Ohmic with a linear current-bias relation [30]. This approach
is equivalent to the resistively shunted junction (RSJ) model
[1,53,54], and it incorporates both a Josephson and a
resistive current IR ¼ −GΔμ, where the resistance R can
account for various dissipation mechanisms. For super-
conducting junctions, these typically involve the breaking
of Cooper pairs [1,55]. Here, instead, we argue that
resistivity originates from vortex-induced phase slippage
rather than from unpaired fermions. The measured zðtÞ is
well fitted by the numerical solution of the model, where R
and Ic are left as free parameters (see the solid lines in
Figs. 1, 3, and 4) [30]. For initial bias potentials Δμ0=μ
between 0.05 and 0.2, and barrier heights ranging from
V0=μ ∼ 0.6 to 1.5, we find that G and Ic do not depend
appreciably upon Δμ0 at a given V0=μ. This is expected for
phase-slip-driven dissipation [7,18], in a regime where only
few, uncorrelated topological excitations are nucleated into
the superfluid [see Figs. 2(d)–2(f)]. For the largest values of
V0, where Ic is strongly reduced [28] and Josephson
oscillations are not experimentally resolved, G is extracted
using a simple RC circuit model. To directly connect the
measured conductances with the phase-slippage mechanism,

FIG. 2. (a)–(c) Evolution of the relative population imbalance with z0 ≃ 0.2 for (a) a molecular BEC at V0=μ≃ 1, (b) a unitary Fermi
gas at V0=μ≃ 0.9, and (c) a BCS superfluid at V0=μ≃ 0.9. Solid lines are fitted to the data with the solution of the circuital model
described in the text. Error bars denote standard errors over at least five measurements. (d)–(f) Evolution of average vortex counts hNvi
for the same experimental conditions as in panels (a)–(c). The error bars are estimated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ2Nv þ 1=Z
p

, with σNv the standard deviation
of the mean and Z the number of experimental measurements. The insets (i)–(iii) show typical time-of-flight images after 20 ms of
evolution, where vortex defects are clearly visible. Residual images are also displayed, obtained by subtracting the density distribution
of a cloud without excitations.
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we express the resistive current as IR ∝ Nexγ, where Nex is
the number of particles participating in each excitation [18].
For phase slippage, γ≃Δμ=h, which yieldsG ¼ −IR=Δμ ∝
Nex=h. Therefore, we expectG ∝ n0, where n0 is the central
density inside the barrier where the excitations form. Even
though we are not able to directly measure n0, due to the
1.5 μm imaging resolution and to light-induced atom
diffusion during the imaging pulse, we efficiently estimate
n0 ¼ n0ðV0=μÞ by the equilibrium solution of the extended
Thomas-Fermi model [30]. In this way, we can relate the
values G and Ic extracted for each value of V0=μ to n0.
Figure 3(a) displays the conductanceG in units of h−1 as a

function of n0 for BEC, unitary, and BCS superfluids. To test
the linearity of the measured G, we fit the experimental data
with a power law,G ∝ nα0. For BEC and unitary regimes, we
indeed find α ¼ 1.0ð3Þ and α ¼ 1.1ð2Þ, respectively. For
BCS superfluids, we instead obtain α ¼ 1.5ð2Þ. This non-
linearity may stem from the limited accuracy of our n0
estimate in the BCS regime and from additional dissipation
sources such as single-particle excitations. Importantly, we
observe approximately matching conductances at fixed n0
regardless of the specific nature of the superfluid, evidencing
the dominant role of phase slippage. The large values of G
highlight the composite bosonic nature of the tunneling
particles carrying the current. Furthermore, our findings
elucidate the origin of the finite resistance measured for
unitary superfluids connected via a quasi-two-dimensional
channel [26]. In Fig. 3(b), the extracted critical current Ic is
presented as a function of n0 in the different interaction
regimes. In contrast to G, we find that Ic depends on the
nature of the condensate across the BEC-BCS crossover.
Resonant superfluids display the largest Ic at a given n0,
confirming their enhanced robustness [21,23,28], also in the
presence of dissipation. Ic is expected to be associated with
the critical velocity for vortex nucleation at the superfluid

surface inside the barrier [22,56]. For BEC and unitary
superfluids, the latter is predicted to be lower than the
local sound speed c [22,49,56], yielding an upper bound
Ic0 ¼ cn0x, where n0x is the radially integrated central
density [30]. The experimental data approach the calculated
Ic0, with trends in qualitative agreement [see the dashed lines
in Fig. 3(b)]. Even though c increases moving towards the
BCS limit, the measured Ic for BCS superfluids is not larger
than at unitarity, evidencing the decrease of the (Landau)
critical velocity for vortex nucleation, which becomes
bounded by the fermionic excitation branch [41,56]. This
is consistent with the drop of Josephson energy EJ ∝ Ic
observed for aBCS superfluid in the tunneling regime,where
such an effect is associated with condensate depletion [28].
For Δμ0=μ≳ 0.2 the junction enters a qualitatively

different regime, where transport properties depend on
Δμ0. In Figs. 4(a)–4(c) typical evolutions zðtÞ are shown
for unitary gases at three different values of Δμ0=μ with
V0=μ≃ 0.9. By increasing Δμ0=μ, we observe the gradual
loss of the Josephson oscillation visibility, with the onset of
purely dissipative transport around Δμ0=μ ≈ 0.2. We con-
nect the resistance with vortex nucleation by measuring
hNviðtÞ at varying Δμ0=μ, for a unitary Fermi gas and BEC
at V0=μ≃ 0.9 and V0=μ≃ 1.3, respectively. The results are
displayed in Fig. 4(d). In Fig. 4(d) we present also the
measured G as a function of Δμ0=μ. In both cases, G
decreases for Δμ0=μ≳ 0.2. The increase of the bias
potential leads to the increase of γ and therefore of
hNvi. However, the decrease of G is unexpected in a
linear, uncorrelated phase-slip picture, where _φ ∝ Δμ: the
observed behavior implies that our system cannot support

(a) (b)

FIG. 3. (a) Conductance G and (b) critical current Ic as a
function of the central pair-density n0 inside the barrier for BEC
(blue circles), unitary (green squares), and BCS (red triangles)
superfluids. For filled (empty) symbols,G is obtained through the
RSJ-like (RC) circuit model (see text). The dashed lines in panel
(b) represent the calculated upper bound Ic0 [30], shown for
comparison for BEC (blue) and unitary (green) superfluids. In
both panels, horizontal error bars account for the typical 20%
uncertainty on atom number, while vertical ones combine this
with fitting standard errors.

(a)

(b)

(c)

(d)

(e)

FIG. 4. (a)–(c) Crossover from Josephson to purely dissipative
dynamics in a unitary superfluid at V0=μ≃ 0.9. The initial bias
potentials Δμ0=μ are (a) 0.02, (b) 0.10, and (c) 0.39. (d) Average
vortex counts hNvi and (e) conductanceG as a function of Δμ0=μ
for BEC superfluids at V0=μ≃ 1.3 (blue circles) and unitary
superfluids at V0=μ≃ 0.9 (green squares). The central density n0
is about 3 times larger for BECs with respect to unitary gases. The
green shaded region indicates the range of Δμ0=μ where Ic > 0 at
unitarity. Vertical error bars are computed as described in the
caption of Figs. 2 and 3, while horizontal ones result from the
experimental uncertainty on z0, which is typically of �2%. Inset:
time-of-flight image of an expanding unitary superfluid for
Δμ0=μ≃ 0.35, where several vortex defects are visible.
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an arbitrary large nucleation rate. Moreover, the disappear-
ance of Josephson oscillations suggests that the coherent
coupling between the reservoirs is irreversibly affected by
phase-slip proliferation [4]. The presence of several vor-
tices interacting near the barrier may create a local turbulent
pad region [57,58], where the superfluid density is locally
suppressed. On the other hand, the accumulation of vortices
may locally scramble the relative phase, thereby sup-
pressing the critical current akin to thermal fluctuations
in superconducting junctions [2]. The saturation of the
vortex production rate may arise from vortex reconnections
and interactions [58,59]. Our observations cannot be
ascribed to an increase of the sample temperature, since
the condensed fraction in the BEC regime remains above
0.7, limited only by the intrinsic lifetime of the gas [30].
In conclusion, our findings extend the vortex-induced

phase-slippage picture of dissipation typical of liquid 4He
to weakly coupled, strongly correlated atomic Fermi gases.
We have found that in BEC-BCS crossover superfluids
phase coherence can coexist with dissipation, afforded by
topological excitations that, not depleting the condensate,
do not cause the breakdown of Josephson dynamics. Future
experiments will further explore the far-from-equilibrium
regime, addressing the role of vortex proliferation and
mutual interactions. Moreover, it will be interesting to
investigate the effect of fluctuations around the superfluid
critical temperature [60]. Our system offers a promising
platform for exploring dissipative fermionic transport
phenomena like quantum turbulence [58] and dissipa-
tion-driven quantum phase transitions [10,61,62].
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