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FIG. 3. The calculated energy spectrum of positrons

and electrons from galactic p-p collisions (Hayakawa
and Okuda, reference 5). Circles: the energy spectrum
of negative excess electrons, based on reference 5 and
the measured fraction e*/(et +e™). Crosses: the en-
ergy spectrum of all electrons and positrons based on
reference 5 and the measured fraction e*/(e* +e7).
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CRITERION FOR STABILITY AGAINST RESISTIVE INTERCHANGE MODES*

Bruno CoppiJr
Plasma Physics Laboratory, Princeton, New Jersey
(Received 19 August 1963)

Considering the stability of hydromagnetic sys-
tems in which a small resistivity is introduced,
the fastest growth rates of the new modes have
been found to be proportional to the cube root of
the resistivity.!’? In particular, when the analysis
is restricted to a plane incompressible sheet-
pinch with a finite gravitational field® or to very
low B systems®* such as the stellarator configura-
tion, with a negative pressure gradient along the
radius of magnetic curvature, unstable inter-
change modes have been shown to exist always.
These modes become topologically possible when

6

resistivity is introduced because the mass flow
is no longer tied to the magnetic lines of force.

Here we consider a cylindrical pinch configura-
tion and show that if 3 =2p/B? is of the same or-
der of magnitude as p’R/B? and small, but not
negligible, a criterion for stability against re-
sistive interchange modes can be given. p is the
pressure, p’ its gradient, B the total magnetic
field, and R the radius of the plasma cylinder.
The condition for stability is

_dinp_{(@iny/dIny) + (2kr1)? (1)
dlnr 1 +k%%23)+0B)




VOLUME 12, NUMBER 1

PHYSICAL REVIEW LETTERS

6 JANUARY 1964

where . = Bg/krB, represents the rotational trans-
form over the length of the cylinder, k. is the wave
number associated with this length, » the radial
space variable, and Bg and B, are the azimuthal
and axial components of the magnetic field. Gaus-
sian units with ¢ =1 are used. It is assumed that
x=n/(RVy) <1, where 7 is the electrical re-
sistivity and VH is the hydromagnetic velocity of
the system.

The given criterion is valid for interchange
modes localized and nonlocalized around the sin-
gular surface® when x?/*<« g <1 and only for local-
ized modes when 0<B8 < x%5. When Bd lnp/d Inr is
finite, Eq. (1) reduces to -d Inp/d Inr <0, as pre-
viously found. ** The corresponding criterion for
purely hydromagnetic (nonresistive) modes is®

d lnp 1 dlnt\?
- <
dlnr 481 +k%%3)\d Inr

and is less restrictive than the condition Eq. (1).

We use a closed system of macroscopic hydro-
magnetic equations in which the effects of colli-
sions are taken into account through electrical
resistivity and thermal conductivity. All the
terms representing finite Larmor radius effects
and electron inertia are neglected. We then de-
fine as an equilibrium configuration the one in
which all the physical quantities have a negligible
variation on any time scale shorter than the dif-
fusion time associated with . Since the heat
flow is relatively faster than the diffusion across
the lines of force,® we assume constant tempera-
ture. Therefore, the only equilibrium condition
is

-p’ =Be(1/r)(d/dr)(rBe) +B, (d/dr)BZ.

Then we study the stability, looking for normal
mode solutions of the form Ep(;, t) =Ep(;) exp(st
+im6 - iknz), where ¢, represents a small dis-
placement from the equilibrium. Instabilities
take place in a small region of width eR around the
singular surface » =¥, where the perturbation fol-
lows the magnetic lines of force, so that »,=mBy/
(nkB,). After considering the linearized per-
turbed hydromagnetic equations, we introduce a
system of local coordinates around the singular
surface, in which €, EBE_ﬁ/B, and E_Lséyx-é/B
are the unit vectors, and derive the lowest order
(in €) set of equations for interchange modes valid
inside the region €R:

qzdzgr/dtz =M?HB B* iMFt (dz/dtz)BT, (2)

B =iMFts +(x/q)d*/dt*)B (3)

E ='lz'.6p) (4)

+GE , (5)

B =iMFT& , +(x/q)@*/dt")B - (- Ep)

+(H- %Bc)ﬁr, (6)

q% =§5GE7 +iMFtB . (7)

B B

Here _ﬁp and pp represent the perturbation of the
magnetic field and of the pressure. We use di-
mensionless units so that

q=sR/V, G=-p'R/p, t=(r-7 )/R, PEpp/p;

and
Brsﬁp-ér/B, ﬁBsﬁp-ﬁ/Bz, Erz’gp-ér/zz,
¢p=F,'B/(BR), M=mRB/(r(B),
H=2R (BB/B)Z/V,
and

F ERr(BZ/B)Z(d/dV)[Be/(rBZ)].

The ordering leading to Eqs. (2)-(7) implies, for
B and M finite, x~¢€°, g=t=¢, B, /¢, ~¢, P/g,
~(v+&y)/E=Bp/t,=0(1), ¢p/t, ~€", and @% /
dt®)/t, =~ d*B,/dt?*)/B,~ (dzg p/dt?)/Bg=e™2

By following a procedure shown in reference 2,
a quadratic form can be derived from the per-
turbed hydromagnetic equations, indicating that
for this class of modes s is real. Moreover, if
we take the Fourier transform of Egs. (2)-(7) as
in references 1, 3, and 4, we can see that two
modes, one with £, even (B, odd) and one with
¢, odd (B, even), have the same eigenvalue com-
ing from the same dispersion relation. The solu-
tion of Eqs. (2)-(7) for t/€ - += overlaps the
solution of the corresponding hydromagnetic equa-
tions in which all the inertial and resistive terms
are neglected for ¢ - +0. This solution is con-
sidered in detail in reference 7, and in the limit
t-+0 is given by the equations

Ere " +BGH/(2F2t2)§re =0, (8)
gre = -iﬁre/(MFt), 9)
B Be ” -zﬁreGB/(ZMFt); (10)

and studied in references 1, 3, and 4. If B is
small so that B~€® <1, where a >0, the mode
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with £, even becomes localized to the region €R
in the sense that for {/€ -+« it becomes small
beyond any order, and the mode with £, odd re-
mains nonlocalized in the sense that for ¢{/€ ~+
it connects with the nonzero solution of Eqs. (8)
or (12), and (9).

The ordering leading to these modes is g*~e€
x/q = e2-a EB/g,, €, and in particular for the
localized mode B,/t= ~el*® and (428 ,/at?) /B,
= d%,/dt?)/¢, = @B 3p/dt?)/Bp~€”*, while for the
nonlocalized mode B /& ~e€, (d%,/dt?)/¢,~d*Bg/
dt?)/Bg=~€~2, and (d"’B,,/dtz)/B ~e2%2 " Clearly,
the ordering for the nonlocalized mode 1mplies
that B, is not negligible compared to Ft¢, and has
a very slow variation as a function of ¢{/e. We
see that g~ x'/33%2 and € =~ x*/38"/%; in particular,
B~e€ when B~x%5and then g=x° (i.e., sxn*%).

As long as a<1 (8> €), both modes are solu-
tions of Eqs. (2)-(7) in lowest order, and the
eigenvalue is given by the asymptotic form of a
unique dispersion relation in the limit g - 0.

When a =1 (B~€), the lowest order set of equa-
tions having the nonlocalized mode as a solution
is Egs. (3)-(7), together with

q*d?/dt?)¢ =MHB_+MFt(d?*/dt)B -iMTB , (11)
2 B Y v
where TERZ/B,,"’d/dr(j-ﬁ), replacing Eq. (2).

Correspondingly, Eq. (8) has to be replaced by
R or. - 2:2\10 -
B, [T/(Ft)-BGH/(2F % )]Bre (12)

and the asymptotic form of the solution at the
edges of the region €R is changed. Then the
eigenvalue depends on the equilibrium quantities
outside €R through the parameter A=5,,/B,,(t
~+0)-B,,'/B,(t - -0) and the driving mechanism
is not the interchange alone. All this is shown in
detail in reference 3, where the case D= -Bp'H/
(2pF?) ~¢€ is considered, and the complete pro-
cedure for computing s in these conditions is given
in reference 1.

If a>1 (3<x?5), the nonlocalized mode goes
into the “tearing” mode (reference 1), with g~ y%/5
which is faster than the localized interchange
mode for finite wavelengths.

Therefore, the dispersion relation we obtain
applies only to the latter mode when ¢ =1. The
lowest order set of equations for the localized
mode is then

2 ” — 2242
q°t " =MF*qt /x-

$BM°HP, (13)

(x/q)P" = GM*F22+2/B)P + 2(H - Gt /8. (14)

2+a
b

A set of eigensolutions can be obtained; the one

having the largest eigenvalue is ¢, =% 2, where
we require ¢>0. In general, we have
q**=x""*MF|[(GH/F*- H?F?)/(1 + 2n)
- (1+21)]38, (15)

where n=0,1, ---.
tain

In particular, for n =0, we ob-

o *=x*(GH/F?- H*/F*- DB/ (2M"F?).

The requirement o> 0 gives the condition for in-
stability and leads to Eq. (1). Logically, e=g¢"1/3,
so that

€R =xl/3[(GH/F2_ HZ/FZ_ 1)%BJ1/6R/(MF)1/3.

We see that in conditions of marginal stability we
have eR =0. We also notice that while for the
models previously considered, 1,34 only the » com-
ponents of g and Bp were involved in the stability
prok_;}em, in the present case the perturbations in
the B directions also play a role, so that inertial
and dissipative effects are enhanced and stabiliza-
tion can occur.

The localized mode is the only one existing for
very short wavelengths, i.e., for ™1 +ha <y
<e™! and has then the faster growth rates. In
particular, when the wavelength of the perturba-
tion is of the same order of magnitude as €R, so
that me ~1, a dispersion relation, containing
Eq. (15) as a special case, can be derived and
the condition Eq. (1) can be shown to remain valid.
If we replace Eq. (5) by the equation _fl-zp =0,
corresponding to the assumption of incompressi-
bility, we do not obtain unstable modes.

When 8 and p’R/p are to be considered of zeroth
order in €, then it is possible to obtain from Egs.
(2)-(7) a properly ordered set of equations and
define an eigenvalue problem leading to a condi-
tion for marginal stability. This is in general of
the form

-dInp/d Inr = (2F% /BHR)f(8; H?/F?),

where f is a function of two variables. A numeri-
cal solution of this problem has been obtained by
Greene and Johnson for several values of 8.
Their results have been found in agreement with
Eq. (1) for small values of 8.

The collaboration of John M. Greene and John M.
Johnson is gratefully acknowledged.

(16)
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d BAND OF COPPER*

W. E. Spicer and C. N. Berglund
Stanford Electronics Laboratories, Stanford University, Stanford, California
(Received 2 December 1963)

A number of calculations relating to the ener-
gy band structure of Cu have been made over the
last three decades.!»* The density of states in
the d band has been of particular interest because
of the role d-band electrons play in the magnetic
metals.

able.? It is the purpose of this Letter to report
direct measurements of the d-band density of
states and other characteristics of the energy
band structure of Cu which have been made by
means of photoemission studies.

The use of photoemission to obtain information
about band structure has been demonstrated re-
cently by work on Si,3:* the alkali antimonides,’?
and CsgBi.® The experimental techniques have
been descussed previously.® In the present work,

the work function of Cu was lowered to a minimum

value by placing approximately a monolayer of
Cs on the surface. The vacuum tubes were pro-
vided with LiF windows” having a high-energy
cutoff at 11.5 eV. A McPherson monochroma-
tor was used for measurements in the vacuum
ultraviolet.

The d-band density of states will be discussed
first since it is of greatest interest. Because of
the large d-band density of states, the quantum
yield should rise sharply and a large number of
slow electrons should appear abruptly when the
hv=hvy=@+E;. Eg is the separation between
the d-band edge and the Fermi surface, and ¢
is the work function. Since ¢ was found to be
1.6 eVand E;=2.1 eV?® (see Fig. 1), hyy=3.7
eV. As seen in Fig. 1 the yield begins to rise
sharply at zv=3.7 eV. The effect on the energy
distribution curves is even more striking [see
Figs. 2(a) and 2(b)]. For hv=3.7 eV, only a
small fraction of the electrons has energies

Previously, no direct experimental meth-
od for determining the density of states was avail-

less than 0.4 eV; however, for kv =3.9 eV the
majority has less than this energy. Thus the
onset of transitions from the 4 band is clearly
evident.

As long as there is no large variation in the
density of final states, the energy loss proc-
esses do not significantly distort the curves,
and conservation of K is not an important selec-
tion rule,® the energy distribution of the escap-
ing electrons excited initially from the d band
will be determined by the density of states in that
band. Insofar as the relative distribution in en-
ergy is independent of Zv when given in terms of
E-hv (where E is the kinetic energy of the elec-
tron in vacuum), these conditions must be satis-
fied.
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FIG. 1. The spectral distribution of the quantum

yield from Cu. The reflectivity data of Ehrenreich
and Philipp (reference 8) were used to obtain the yield
per absorbed photon. The insert gives the density of
states obtained from this work (labeled experimental)
and the density of states calculated by Burdick (ref-
erence 2).



