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This Letter describes a new type of oscillatory
behavior of electron currents flowing in CdS un-
der conditions where the electron drift velocity
exceeds the velocity of sound. The frequencies
of these oscillations are not determined by the
transit time of sound through the sample alone,
as reported by earlier investigators, '~' but also
depend sensitively upon the voltage applied to the

crystal, the electron density, and the ambient
temperature of the crystal. These oscillations
are believed to arise from the coupling between
long-wavelength collective phonon waves3~4 and

mobile electrons.
The observations described here were made

on photoconducting CdS crystals which were in-
sulating in the dark (p & 10' 0-cm). Electrical
contact to the CdS was made with indium, and the
current flow was in the basal plane of the crystal.
Voltage pulses between 10 p, sec and 100 p.sec in
duration were applied to samples whose lengths
ranged between 4 to 16 mm. The oscillations
reported here occurred only if sufficient voltage
was applied to the crystal to produce sonic am-
plification. Under these conditions, the sample
was observed to emit maxima of acoustic noise
in the 10- to-100-Mc/sec frequency band simulta-
neously with minima in the current.

The oscillations of present interest (type I)
differ from those previously described by McFee'
(hereafter called type II) in several important
respects. The period of the type-II oscillation
was equal to 2(L/vs) where vs is the velocity of
the amplified sound modes, and L is the length
of the crystal. This period is substantially in-
dependent of any intensive property of the crystal.
In contrast, the longest observed period for the
type-I oscillations was about 1. I(L/vs). Further,

the period of type-I oscillations could be sub-
stantially changed by varying the electron density,

(a)

(b)

FIG. 1. (a) Current oscillations in a CdS sample.
Top trace was recorded with rise time of voltage pulse
of 0.2 psec; lower trace was recorded with rise time
of 4. 0 psec. Note that oscillations have same ampli-
tude and frequency (about 250 kc/sec) in both traces.
(b) Modal shift in current oscillations in a CdS sample
w'ith fixed applied voltage. Increasing the electron
density from about 10'3/cm (lowest trace) to about
2 && 10'3/cm (upper trace) has caused the appearance
of the second harmonic frequency {"'".out 400 kc/sec).
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tent linearized solution of these equations yields
the dispersion relation for plane waves

(d =(d +v q0 II

f Z, (x, t)dx = 0,
I

(3)

where F,(x, t) is the time-varying component of
the local electric field, i.e. , that associated
with the wave amplitude. The values of q, which
satisfy this condition, are q = 2mN/I. , N = 1, 2 ~ ~ ~ .
For large values of n, ( =~p, the frequency uj-
timately is limited by the crossover with w = vdq.
The solution of ( at all but the lowest values of
n is complicated by the breaking down of the
linearized plane-wave solution. Further ana1-
ysis is in progress on this point. This analysis
shows excellent agreement at the lowest frequen-

where vII is the velocity of a collective wave, as
previously described, and

4~~2 1/2

M/~

Here, n is the density of charge carriers, e is
the electronic charge, and )3 is a dimensionless
factor of order ~. The apparent phonon mass
per unit volume, M, is defined as M =ZyfikN(k)/
P. , where N(k) is the phonon occupation number of
a, mode A, and ~ is the local phonon drift velocity.
In the short-wavelength limit, v&p» ~0, the solu-
tion is the collective wave previously described.

In the long-wavelength limit vdq & ~0, the phase
velocity of the wave given by Eq. (1) is larger
than the electron drift velocity. The curve w

= vd q crosses the dispersion relation of Eq. (1),
and the undamped solution becomes ~ = vdq. Ul-
timately, ~ approaches -cup at q =0, but the solu-
tions in this region are damped.

The dispersion relation, Eq. (1), is similar to
that of electrostatic waves in plasmas'. wp is the
plasma frequency for a system of particles whose
density and charge are that of the electrons and
whose mass is the apparent phonon ma. ss per
charged pa, rticle. The factor P is a correction
which arises from the viscous interaction between
the electrons and phonons of the active frequency
band'~~ and the rest of the specific heat of the solid.

For very small values of n, &p is small and ~
vIIq . In this same limit, the amplification and

nonlinear effects are small and a plane-wave ap-
proximation is most valid. In the experiment
described, a fixed voltage is applied across the
finite crystal which imposes the bounda, ry con-
dition

cies and amplitudes observed, i.e. , ~ =v&&2m/f. ,
and at higher frequencies there is order-of-mag-
nitude agreement. The estimated value of (dp at
the highest electron densities used is -10'-10'
sec

The nature of these oscillations can be qualita-
tively understood in terms of a forward transit
through the crystal of a collective phonon wave

with the accompanying variation of an electro-
static field. This electrostatic field provides a
feedback mechanism across the crystal. Local
variations in phonon density associated with the
collective wave give rise to local variations in

the carrier mobility. The nonuniform mobility
will cause the accumulation of space charge
which is the source of the electrostatic field.
In effect, this mechanism can be thought of as
a collective phonon wave with electrons bunched

in the regions of maximum gradient of the phonon

density. This accumulation of charge adds to the
elastic stiffness of the propagating wave, causing
its dispersion at long wavelengths. The constan-

cy of the applied voltage, as implied in Eq. (3),
and the fact that the collective waves can propa-
gate only in the direction of carrier drift, select
particular wavelengths of the collective wave
and insures the repetitive nature of these oscil-
lations. The type-I oscillations are then a result
of a volume instability effect which is produced
by phonons amplified from the thermal ba.ckground.
This is in contrast to the type-II oscillations
which depend on the generation of a sound pulse
at the crystal boundary due to a piezoelectric
shock of a rapidly varying applied voltage.

The previous discussion is concerned chiefly
with phenomena occurring in CdS. However, the
theoretical results should apply to all direct ma-
terials with piezoelectrically active phonon bands.
This mechanism may be responsible for the
gigacycle oscillations observed by Gunn' in GaAs.
The frequency wp is proportional to the ratio of
electron density over electron effective mass.
Increases in vy also raises wp somewhat. In
GaAs the value of ~p could be four orders of mag-
nitude larger than in the experiments described
here. If this were the case, the fundamental
mode of oscillation determined by crystal length
and characterized by the wave number q, [deter-
mined by the boundary condition, Eq. (3)] would
meet the condition v~q0«cu0 so that ~ = vdq0,
and the damping could only be overcome when w

is not too far from &~p. Large threshold drift
velocities would be necessary to bring v~q0=~0.
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I' = expI-(H, /H) ],

Ho =Eh, 'me/E e,

(I)

(2)

where 6 is the energy gap, FF the Fermi energy,
and E a constant of the order unity. "

The galvanomagnetic properties of metals have
been widely used to study the motion of the con-
duction electrons. ' Generally, for high magnetic
fields, two distinct types of transverse magneto-
resistance pz(H) are found, either a resistance
that saturates, i.e. , approaches a constant value
as the field is increased, or a resistance which

increases without bound as H'. These properties
can be uniquely related to the presence or ab-
sence of open trajectories. ' The appearance of
quadratic behavior indicates (a) in metals with an

odd number of conduction electrons per unit cell:
the existence of open trajectories with an average
direction in A space not perpendicular to the direc-
tion of the current; (b) in metals with an even
number of conduction electrons per unit cell:
either no open orbits and equal "volume" of elec-
tron and hole trajectories (the so-called compen-
sated case), or open orbits not perpendicular to
the current.

When high magnetic fields are used in metals
which have relatively small energy gaps, the dy-
namics of the motion is such that there is a finite
probability for the electrons to ignore such gaps
and describe trajectories which connect two dif-
ferent pieces of Fermi surface (thus changing the
character of the orbits). This effect is called
magnetic breakdown, ' and it has been found ex-
perimentally in several metals, mostly those with

hexagonal close-packed structure. ' ' The prob-
ability of breakdown, that is, the probability for
an electron to make a transition between two dif-
ferent orbits, has been found by Blount to be

When orbits of different character are coupled
by magnetic breakdown, new types of behavior
must be expected for p (H). In particular, when

the two limiting cases P —0 and P —1 correspond
to nonsaturation and saturation, respectively,
p~(H) is likely to exhibit a maximum at fields of
the order of Bo.

We have computed semiclassically the trans-
verse conductivity and resistivity tensors by
means of a modification of Chambers' path-
integral method, "which includes the possibility
of magnetic breakdown at a finite number of
points in the orbit. This new method involves a
matrix M, a function of P only, which connects
in the proper way the path integrals over pieces
of the Fermi surface on which the electron tra-
jectories develop. This results in a classical
network, similar to the quantum-mechanical net-
work introduced by Pippard'~' in the study of the
quantization of coupled orbits.

We have solved a large number of cases, all
two-dimensional (i.e. , neglecting longitudinal
effects), which result from a spherical Fermi
surface with a finite number of Bragg reflections.
The intrinsic relaxation time was assumed to be
constant throughout. %e included cases with no
axis of symmetry and with two-, four-, and six-
fold symmetries. We also studied magnetic
breakdown which corresponded to transitions be-
tween the following kinds of orbits: (I) open+elec-
tron - electron, (II) open+ electron+ hole —elec-
tron+hole (compensated), (III) hole —electron,
(IV) electron+ hole (compensated) —electron+
electron. An example of class (I) is shown in
Fig. 1, where transitions between an "undulating
cylinder" and a "lens" make the final orbit equal
to the original circle. Figure l(c) shows the
transverse magnetoresistance in the x direction
as a function of ~T, where &u =eH/me is the cyclo-




