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The discovery of magnetic bistability in Mn12 more than 20 years ago marked the birth of molecular
magnetism, an extremely fertile interdisciplinary field and a powerful route to create tailored magnetic
nanostructures. However, the difficulty to determine interactions in complex polycentric molecules often
prevents their understanding. Mn12 is an outstanding example of this difficulty: although it is the forefather
and most studied of all molecular nanomagnets, an unambiguous determination of even the leading
magnetic exchange interactions is still lacking. Here we exploit four-dimensional inelastic neutron
scattering to portray how individual spins fluctuate around the magnetic ground state, thus fixing the
exchange couplings of Mn12 for the first time. Our results demonstrate the power of four-dimensional
inelastic neutron scattering as an unrivaled tool to characterize magnetic clusters.
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The ability to store magnetic information in a single
molecule was reported for the first time in the Mn12
polymetallic complex [1]. Many further breakthroughs fol-
lowed from studies of this molecule, including the observa-
tion of macroscopic quantum tunneling of magnetization
[2,3], and the discovery that it can be used to build devices
based on the Grover algorithm [4]. The phrase “single-
molecule magnet” was invented to describe the physics of
Mn12, and this molecule inspired the entire field of molecular
magnetism, which continues to produce remarkable science
[5–18]. However, the understanding of complex polycentric
molecules is often limited by the difficulty to determine the
interactions within the core. Mn12 is a particularly striking
example: despite hundreds of papers, there is not even an
unambiguous description for the leading interactions of this
archetypal molecule, 25 years after it fathered a new field of
science. Thus, the debate aboutMn12 is still completely open,
as witnessed by recent studies [19–21].
The phenomenology of molecular nanomagnets results

from a number of interactions in the magnetic core, where
isotropic exchange couplings are usually leading and
various types of anisotropic one- and two-ion terms act
perturbatively. The interplay of these interactions results in
a multitude of physical behaviors, usually described in
terms of simplified effective models. These are parame-
trized to capture distinctive low-temperature and low-
frequency properties, but in many cases with complex
cores the determination of the fundamental underlying spin
Hamiltonian is still a challenge. Molecules displaying
magnetic remanence like Mn12 are usually described in
terms of phenomenological “giant spin” models, where a

single quantum spin S (S ¼ 10 in Mn12) represents the
magnetic core as a whole [22,23]. Although this approach
is cost effective in terms of model complexity, it leaves in
the shadows the nature of the giant spin at the atomic level,
hindering the tailoring of the magnetic core for improved
performance in fundamental or applicative issues [24].
Moreover, the many-spin character of the core emerges
already in the low-energy physics (see, e.g., [11,25]).
Here we exploit four-dimensional inelastic neutron scat-

tering [8] to portray the spin precession patterns, which are
unambiguous fingerprints of the magnetic Hamiltonian, and
we thus pinpoint the exchange couplings ofMn12 for the first
time. Our results open unprecedented prospects in under-
standingmagnetic spin clusters andmotivate the synthesis of
new polycentric nanomagnets, where the set of interactions
is optimal for specific fundamental issues or applications.
Most of the proposed models for Mn12 are based on a set

of four isotropic exchange parameters, reported in the
schematic representation in Fig. 1(a) (with J4 ¼ J04). The
spin Hamiltonian also includes anisotropic terms account-
ing for the uniaxial behavior of the system; it reads

H ¼
X

m<n

Jmnsm · sn þ d
X12

m¼5

s2zm; ð1Þ

where the pairs of ions included in the first sum are
indicated in Fig. 1(a) and zero-field splitting terms are
considered only on the eight highly anisotropic Mn3þ ions.
We have checked that more-complex choices for the
anisotropic term (e.g., small nonaxial terms or higher-order
contributions) do not significantly affect the determination
of exchange constants and are here neglected for simplicity
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[26]. As stated above, a firm set of parameters for Eq. (1)
could not yet be found. Indeed, the known excitation
energies [39] only provide a coarse characterization of
the spin Hamiltonian through its eigenvalues. In particular,
they lack the selective information associated with the
structure of eigenvectors, i.e., how individual atomic spins
move when excitations are triggered. Here we use the four-
dimensional inelastic neutron scattering (4D-INS) tech-
nique [8] to extract such information for the low-energy

transitions shown in Fig. 1(b). The power of the technique
comes from the capability to measure the scattering
cross section SðE;QÞ over large portions of the energy
wave-vector ðE;QÞ space, yielding a faithful portrayal
of spin fluctuations on the space and time scales
characterizing the internal dynamics of the magnetic
core. This experimental information fingerprints the
eigenstates of the spin Hamiltonian, thus enabling us
to fix the value of exchange couplings univocally. We
have studied specifically Mn12-tBuAc, full formula
fMn12O12½O2CCD2CðCD3Þ3�16ðCD3ODÞ4g • ðC2H5Þ2O,
which crystallizes with S4 symmetry, and it is
the deuterated analog of the isostructural
½Mn12O12ðO2CCH2ButÞ16ðMeOHÞ4� •MeOH molecule
[26,40]. Measurements have been performed on the
high-resolution LET spectrometer at ISIS [41], on a
collection of oriented single crystals [26]. Figure 1(b)
shows INS spectra taken at T ¼ 1.5 K at two different
incident neutron wavelengths, with five peaks clearly
distinguishable between 1 and 10 meV. Previous INS
studies of related Mn12 molecules [39] have assigned
these peaks to transitions from the ground spin doublet
jS ¼ 10;M ¼ �10i (S is the total-spin quantum number),
as the population of any other state is negligible at
this temperature. For example, the lowest-energy peak
(labeled I) at 1.25 meV represents the intramultiplet
transition to the jS ¼ 10;M ¼ �9i doublet. Using the
4D-INS technique we can obtain far more information
(Fig. 2). The data reported in Fig. 2(a) directly demonstrate
[see the discussion of Fig. 3(e) below] that excitation I
corresponds to a precession of the giant spin around the
anisotropy axis, with its internal structure kept rigid. As
discussed in [42] and in [26], this information is equivalent
to that contained in the distribution of the giant-spin
moment over different Mn ions, i.e., the set of expectation
values �μn ¼ hS ¼ 10;M ¼ �10jsznjS ¼ 10;M ¼ �10i.
The measured form factor (i.e., the Q dependence of the
scattering intensity) of Fig. 2(a) enables us to extract the
set of μn values in the inset, which are in line with those
determined by neutron diffraction [43] and NMR [44].
Themoment distribution reveals ferromagnetic correlations
among the fourMn4þ and among the eightMn3þ spins, with
the two sets antiferromagnetically correlated to each other.
However, the Mn3þ and Mn4þ moments are significantly
below saturation, indicating that the spins are not locked in a
maximally aligned state due to quantum fluctuations (see
Table S1 in [26]).
The local distribution of moments, μn, is stable over a

range of exchange constants and, hence, is not sufficient to
fix the magnitude of the exchange interactions Jmn
uniquely. It is intuitively clear that exchange is probed
more effectively through excitations that break the internal
alignment of Mn spins in their ground state. In fact, just like
for spin waves in bulk magnetic compounds, their energies
and structure directly reflect the values of exchange

FIG. 1. (a) Scheme of the Mn12-tBuAc molecule, with different
lines representing the relevant different exchange interactions
(J1: pairs 1–4, 1–3 and equivalent; J2: pair 1–11 and equivalent;
J3: pair 1–6 and equivalent; J4: pair 6–11 and equivalent; J04:
pair 11–8 and equivalent). Red circles (ions 5–11): Mn3þ ions
(s ¼ 2). Blue circles (ions 1–4): Mn4þ ions (s ¼ 3=2). Seven
distinct exchange constants are allowed by the S4 symmetry of
the molecule, but most models assume only four parameters (J1−4
with J04 ¼ J4) because of similarities in some exchange paths.
(b) INS spectrum collected on LET at 1.5 K, using 15.4 meV
(4.2 meV in the inset) incident neutron energy. The continuous
line is the corresponding simulation with the best-fit parameters
(in meV) J1 ¼ −1.2, J2 ¼ 3.2, J3 ¼ 6.6, J4 ¼ 0.55, J04 ¼ 0.30,
d ¼ −0.315. Eigenstates are listed in Table S1 [26]. Peak I
corresponds to a transition between states M ¼ �10 and M ¼
�9 of the ground S ¼ 10 multiplet. The slight asymmetry of the
peak is due to the instrumental resolution function of the time of
flight spectrometer. Peaks II–VI are intermultiplet transitions
to different excited S ¼ 9 multiplets. The broad peak at 3 meV
is a phonon, as demonstrated by the monotonic increase as Q2 of
the associated form factor.
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constants. These excitations correspond to peaks II–VI in
Fig. 1(b) and represent intermultiplet transitions between
the ground jS ¼ 10;M ¼ �10i doublet and a set of excited
jS ¼ 9;M ¼ �9i doublets. Although these Q-integrated
energy spectra, together with susceptibility (Fig. S2 in
[26]), provide constraints on the set of exchange constants,
they are not selective. Conversely, a clear identification
of the jS ¼ 9i wave functions is achieved thanks to the
measured Q dependencies, which contain detailed infor-
mation on the composition and symmetry of the states
involved in the transition. For example, Fig. 2(b) shows
SðE;QÞ as a function of Qx, Qy, and E, and integrated
over the full Qz range. The energy interval spans peaks

II and III of Fig. 1(b), whereas constant-energy cuts of
SðE;QÞ for E corresponding to all the peaks in Fig. 1(b)
are shown in Fig. 3. The great amount of information
available in these experimental data is immediately
evident. The SðE;QÞ data fully characterize the low-
lying multiplets, and make it possible to identify the
five exchange parameters. The simulation of these data
[Fig. 3(c)] unequivocally establishes the five exchange
parameters (in meV): J1 ¼ −1.2ð1Þ, J2 ¼ 3.2ð2Þ,
J3 ¼ 6.6ð3Þ, J4 ¼ 0.55ð5Þ, J04 ¼ 0.30ð5Þ. The agreement
between calculation and experiment is very good and
the model also fits the magnetic susceptibility (Fig. S2
in [26]) and peak positions [Fig. 1(b)]. There is just a
slight discrepancy for the position of peak VI, whose
fine-tuning requires additional small parameters in
Eq. (1) [26]. As expected in broad terms from the
internal structure of the giant spin [Fig. 2(a)], antiferro-
magnetic couplings between Mn3þ and Mn4þ ions are
leading. The coupling between the four Mn4þ ions is
ferromagnetic, whereas that between the eight Mn3þ ions
is weakly antiferromagnetic.
The information on eigenstates is so rich that even subtle

variations of exchange parameters alter these maps. For
instance, a single parameter is usually assumed for the
external Mn3þ ring, i.e., J4 ¼ J04 in Fig. 1(a). Although
these constants are an order of magnitude smaller than the
leading ones, by enabling J4 ≠ J04 we can quantify them
separately [26]. The effect of the difference J4 − J04 stands
out in Fig. 3, showing also [panel (d)] simulations obtained
with J4 ¼ J04 ¼ 0.42 meV. The intensity distribution in the
intermultiplet maps is noticeably different, reflecting a
change in composition of the excited S ¼ 9 multiplets. It
is worth noting that small model variations of this type have
significant impact on these maps, but negligible effects on
the energy spectrum and susceptibility.
The information on eigenstates collected in reciprocal

ðE;QÞ space can be made intuitive by using an equivalent
description in terms of time and position variables, i.e., by
portraying the precession of the 12 Mn spins associated
with each excitation. Indeed, theQ dependence of a peak at
energy Ep reflects the spatial pattern of the spins preceding
around zwith frequency Ep=h, after a resonant perturbation
has brought a molecule from itsM ¼ 10 ground state into a
superposition state with a small component on the corre-
sponding excited M ¼ 9 state [26]. These precession
motions are in a one-to-one correspondence with the form
factor SðEp;QÞ, as both are set by the same reduced matrix
elements [26]. For a generic weak perturbation (e.g., a δ
pulse), the resulting motion will then be a weighted
superposition of these single-frequency contributions.
Precession patterns, directly extracted from experimental

data, are shown in Fig. 3(e) and represent the molecular
counterpart of spin-wave excitations in bulk ferromagnets.
The difference in the spin dynamics associated to the
various transitions is evident: in transition I all the spins

FIG. 2. (a) Form factor for the intramultiplet transition
jS ¼ 10;M ¼ �10i → jS ¼ 10;M ¼ �9i, i.e., SðE;QÞ for E ¼
1.25 meV (giant-spin excitation I). The inset shows the equiv-
alent real-space information, that is, the distribution of the static
magnetization of the giant spin over the three inequivalent Mn
sites, μn ¼ hS ¼ 10;M ¼ 10jsznjS ¼ 10;M ¼ 10i. The values
μ1 ¼ −1.2(2), μ6 ¼ 1.7(0.15), and μ11 ¼ 2(0.15) are extracted
directly from the form factor and compare well with polarized
neutron diffraction (−1.17, 1.84, 1.90) [43] and NMR (−1.3, 1.8,
1.8) [44] data on a slightly different variant of Mn12. (b) SðE;QÞ
as a function of Qx, Qy, and E, and integrated over the full Qz
range [45]. The energy window contains the intermultiplet peaks
II and III of Fig. 1(b).
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rigidly precess conserving the same total-spin modulus of
the ground state, as expected for a giant spin excitation.
Conversely, for all other peaks there is no precession of
the total spin, demonstrating the intermultiplet nature of the
transitions. In addition, the different symmetries of the
excited states (Table S1, [26]) produce clear signatures.
The present results characterize the exchange inter-

actions in Mn12, enabling us to draw for the first time a
sound picture of the eigenstates beyond the giant-spin
model. This will be the starting point to address important
issues in the understanding of this molecule, which are still
not really solved after more than 20 years of research.
For instance, the relaxation dynamics of Mn12 should be
influenced by the low-lying excited multiplets, partially

overlapping with the ground one (e.g., these lead to
additional relaxation and tunneling pathways with respect
to the giant-spin model). In general, these results open
remarkable perspectives in understanding nanomagnets
with complex polycentric core. These are still relatively
little explored and understood but are of fundamental
importance, with potential applications in the longer term.
We mention, among others, molecules where the role of
anisotropy is not perturbative, like in presence of Co [46]
or f-electron ions [18]. These can convey their large
anisotropy through exchange to the whole core, thus
producing large anisotropy barriers or exotic magnetic
states (e.g., toroidal or chiral). On the opposite side, we
mention small-anisotropy molecules where the set of

FIG. 3. (a) INS energy spectrum [same as Fig. 1(b)]. (b) Constant-energy cuts for SðE;QÞ, integrated over the full Qz range, obtained
from measurements at T ¼ 1.5 K for incident neutron energies of 4.2 meV (first column, peak I) and 15.4 meV (peaks II–VI) [45]. Each
map is normalized to its maximum. (c) Corresponding simulated maps, obtained with parameters (in meV) J1 ¼ −1.2ð1Þ, J2 ¼ 3.2ð2Þ,
J3 ¼ 6.6ð3Þ, J4 ¼ 0.55ð5Þ, J04 ¼ 0.30ð5Þ, d ¼ −0.315ð2Þ. Eigenstates are listed in Table S1 [26]. Row (d) highlights the effect of a
slight variation of exchange parameters (J4 ¼ J04 ¼ 0.42 meV is assumed). Peaks IV and Vare too close in energy to extract individual
maps, and only their sum is addressed. (e) Precession pattern of the individual Mn spins for excitations I, II, and III. For each excitation,
arrows represent the 12 vectors ðhsxnðtÞi; hsynðtÞiÞ describing the spatial pattern of the spins preceding around z, after a resonant
perturbation has brought a molecule from its M ¼ 10 ground state into a superposition state with a small component on the
corresponding excitedM ¼ 9 state. All the spins precede with the same frequency E=h and dashed circular arrows indicate the direction
of the spin precessions for two representative sites. Preparing the system in an initial state with opposite M would induce an opposite
precession of the spins. The two panels for excitation II correspond to a pair of degenerate states (Table S1 [26]). For peaks IV, V, and VI,
experimental form factors are more noisy or unresolved. Their precession pattern is not directly deduced from data, and is obtained by
simulations of the best-fit Hamiltonian (Fig. S5 in [26]).
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exchange couplings results in frustration, which is impor-
tant both for fundamental and applicative issues [16]. More
generally, experiments such as the present one show that
4D-INS is an unrivaled tool for characterizing magnetic
clusters where the size and complexity of the spin structure
make the interpretation by more conventional routes
impossible or ambiguous.
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