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We demonstrate low-loss measurement of the hyperfine ground state of rubidium atoms by state
dependent fluorescence detection in a dipole trap array of five sites. The presence of atoms and their
internal states are minimally altered by utilizing circularly polarized probe light and a strictly controlled
quantization axis. We achieve mean state detection fidelity of 97% without correcting for imperfect state
preparation or background losses, and 98.7% when corrected. After state detection and correction for
background losses, the probability of atom loss due to the state measurement is < 2% and the initial
hyperfine state is preserved with > 98% probability.
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Experiments with qubits encoded in hyperfine states
of neutral atoms are being actively developed as a route
towards scalable quantum information processing [1].
Several research groups have demonstrated preparation
and control of order 50 qubits in 1D [2], 2D [3,4], and 3D
[5] optical lattices. Quantum computation requires qubit
state measurements to determine the result of a computation,
and for measurement based quantum error correction [6].
Measurement of the quantum state of an atomic hyperfine
qubit is most often performed by using a cycling, or near
cycling, transition which repetitively transfers the qubit
between a bright state jBi and an excited state jeBi.
Detection of scattered photons due to illumination with light
that is near resonant with the cycling transition projects the
qubit into state jBi. Conversely, if no photons are detected,
the qubit is projected into the dark state jDi. This idealized
picture breaks down if the cycling transition is not perfectly
closed, inwhich case an atom in state jBimay suffer aRaman
transition to jDi, thereby giving a measurement error.
Measurements that use a cycling transition rely on the

availability of ametastable qubit dark state jDi, or on shelving
one of the qubit levels into a metastable dark state, as is done
in trapped ion experiments [7]. In alkali atom experiments
with qubits encoded in ground hyperfine levels the avail-
ability of a cycling transition generally relies on an angular
momentumselection rule that is enforced by using probe light
with a well-defined polarization. This implies that the probe
light propagates along a single axis in space, which results
in atomic heating due to the random direction of scattered
photons. For a lossless measurement either the potential
confining the atom should be sufficiently deep for the heating
to be tolerable, as in experiments with ions [8], or the
detection system should allow for a state measurement after
scattering only a small number of photons to minimize
heating. This latter approachwas demonstratedwith optically
trapped atomic qubits [9–11] using single photon detectors.
There are several possible alternative measurement

approaches including coupling of an atom to a high finesse
cavity which enables state detection with minimal heating

and without loss of atoms [12–14]. Superlattices with spin
dependent potentials have been used for parallel measure-
ment of atomic spin states [15]. It has been proposed to
perform fast state measurements by coupling a single atom
to a many atom ensemble, as a means of increasing the
effective photon scattering rate [16]. It is also possible to
enforce a dark state condition with three-dimensional
probing light that cools the atoms, but this requires an
inconvenient sequence of shelving steps [17].
In order to take full advantage of the large number of

qubits available in neutral atom experiments, it is desirable
to be able to losslessly measure multiple qubits in parallel.
This can be done by imaging scattered light from an array
of qubits onto a sensitive imaging detector such as an
electron multiplying charge coupled device (EMCCD)
camera. Although EMCCD cameras have high quantum
efficiency, they suffer from excess readout noise which has
hitherto rendered parallel lossless state detection infeasible.
To circumvent this limitation previous array experiments
used a “blow away” technique where atoms in jBi are
ejected from the array using a single unbalanced beam,
followed by detection of the presence or absence of an
atom. Atom detection is performed using a 3D light field
that cools the atoms, but does not prevent state changing
Raman transitions during the measurement. This approach
provides state measurements, but requires that a new atom
has to be reloaded, half the time on average, which severely
impacts the experimental data rate.
In this Letter we show that low-loss state detection of

multiple atomic qubits is possible in parallel using an
EMCCD camera. This requires a careful choice of param-
eters to minimize both the motional heating rate (which is
lower at large detuning) and the Raman depumping rate
(which is lower at small detuning). The enabling advances
include use of a moderately high numerical aperture
(NA ¼ 0.4) collection lens, deep optical traps, and careful
preparation of the polarization state of the probe light to
minimize Raman transitions from jBi → jDi.
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The detection method is compatible with an ideal, pro-
jective measurement of the quantum state that leaves the
atom in an eigenstate of σ̂z (for neutral atom qubits a state of
definite jF;MFi). Observation of the dark state jDi leaves
the atomic state unchanged. If the bright state is encoded in
jFþ;MFi, with Fþ the upper hyperfine state, observation of
the bright state jBi leaves the atom in jFþ; Fþi for any initial
MF. The qubit can then be restored to jFþ;MFi by following
the detection of jBi with a sequence of rotations using
stimulated Raman transitions or microwave pulses. The
measurement can also be made cross talk free, a requirement
for quantum error correction [18]. We emphasize that the
experimental approach is compatible with quantum gate
experiments in qubit registers [1], with no changes to the
experimental apparatus. Since EMCCD cameras are avail-
able with up to 106 pixels the method demonstrated here has
the potential for scaling to large arrays with thousands of
atomic qubits. Similar results to ours have been independ-
ently reported in Ref. [22].
The experimental geometry and measurement sequence

are shown in Fig. 1. Atoms are prepared in the jF ¼ 1i
or jF ¼ 2i hyperfine levels of the 87Rb 5s1=2 electronic
ground state, corresponding to jDi and jBi, respectively.
Although qubits are defined in terms of specific hyperfine-
Zeeman states j1i ¼ jF1;MF1i and j0i ¼ jF0;MF0iwe use
jBi and jDi here to represent random mixtures of the MF
states of the F ¼ 2 and F ¼ 1 hyperfine levels, respec-
tively. The demonstration of measurement of states jBi
and jDi also applies, without modification, to any pair of

hyperfine-Zeeman states as long as they are attached to
different hyperfine levels.
To prepare states of single atoms we start with a standard

magneto-optical trap (MOT) that is then overlapped with a
1D array of five optical dipole traps (ODTs) formed by
focusing 1040 nm light to a waist of w≃ 2.5 μm. The traps
are (2.8, 4.4, 5.6, 3.9, 3.4)mKdeep and are spacedby∼9 μm.
The traps are pencil shaped with atomic density distributions
of size (standard deviations) Δz;Δr ∼ 7.0; 0.7 μm, with the
long axis along the optical axis of the collectionoptics. Single
atoms are loadedwith probability 20%–30%at a temperature
of ∼100 μK.
In order to measure the initial trap populations, the atoms

are probed using 6 MOT beams with components near-
resonant with jBi ↔ jeBi and jDi ↔ jeDi simultaneously,
where jeBi is the F0 ¼ 3 level and jeDi is the F0 ¼ 2 level
of the 5p3=2 excited state. Atom fluorescence is collected
by a NA ¼ 0.4 lens, and imaged onto an EMCCD camera
(Andor iXon EMþ DU-860). The magnification was
chosen such that the site separation is 2 pixels, and the
signal from each ODT is integrated over a region of interest
(ROI) defined by 5 camera pixels, as shown in Fig. 2(a). We
image each atom onto only a few pixels to minimize the
electronic background noise incurred during camera read-
out. The excited states, jeBi; jeDi, are antitrapped in the
ODT, so to avoid heating the atom we toggle the ODT and

(a)

(b)

FIG. 1. Experimental setup around the hexagonal vacuum cell.
For state readout σþ polarized light propagates along �k⃗RO,
which is parallel to the quantization axis defined by the bias
magnetic field B⃗. The trap light propagates along k⃗ODT and a
dichroic beam splitter separates the trap light and fluorescence
light which is imaged onto the camera. Inset (a) shows the levels
used for readout including the bright jBi and dark jDi hyperfine
levels, and the corresponding excited state levels jeBi, jeDi. Inset
(b) shows the experimental timing diagram.

(a)

(b)

(c)

FIG. 2. (a) Regions of interest are five pixels enclosed by red
borders with the relative photon counts on each pixel shown by
the green shading. Each 5 pixel ROI receives (76,88,89,92,76)% of
the light from the corresponding trapped atom. Neighboring site
fluorescence cross talk is ∼2%. Each pixel represents a 4 μm ×
4 μm area and the site-to-site separation is ∼9 μm. (b) Histograms
of nondestructive readout in the central region (#2) for initial states
jBi and jDi. (c) The same data set postselected on the presence of
an atom in the ROI in the third measurement, leaving only Raman
depumping and state preparation as sources of error. Signals in
histograms are background subtracted.
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the probe beams out of phase with a 50% duty cycle at
1.25 MHz. The photon detection efficiency is estimated to
be (1.6%–2.0%), accounting for the lens solid angle and
dipole emission pattern (3.9%), transmission through optics
(74%), EMCCD quantum efficiency (η ¼ 75%), and fluo-
rescence lying outside of the camera pixels used to define
regions of interest (76%–92%).
Upon completion of the population measurement, there

is a 100 ms delay for image transfer to the computer, after
which the atoms are initialized in a random superposition of
the Zeeman substates of one of the hyperfine levels, chosen
by leaving either jDi ↔ jeDi or jBi ↔ jeBi on to depop-
ulate the coupled state. To prevent leakage light from
disrupting the initialized states mechanical shutters block
unwanted light after initialization is completed. We esti-
mate the state preparation fidelity for both states to be
> 99.5%, limited by the fidelity of blow away measure-
ments that are performed at reduced ODT depth.
After state initialization, a bias magnetic field Bz ∼ 20 G

making an angle of 60° from k⃗ODT, the long axis of theODTs,
is switched on. The probe beams propagate along and
counter to k⃗RO, which is set to be parallel to ẑwith a possible
small alignment error θ. We use counterpropagating probe
beams to mitigate the effect of heating due to near-resonant
radiation pressure. In order to suppress Raman transitions
both readout beams are σþ polarized which optically pumps
the atoms into the lower state of the j2; 2i ↔ j30; 30i cycling
transition. The counterpropagating probe beams are gener-
ated from separate lasers with a relative frequency offset of
500 kHz. This technique avoids standing wave patterns,
which can cause a time dependent drift in the single atom
scattering rate thereby broadening the camera signal distri-
bution. During the state measurement sequence the trap
depths are temporarily doubled to enhance retention of the
atoms. The probe beams are set to saturation parameter
s0 ¼ 1 (summed over both beams) and detuning δ ¼ −ðγ=2Þ
red of the Zeeman shifted j2; 2i ↔ j30; 30i transition to
provide maximal motional damping [23] with γ the excited
state linewidth. The atoms are illuminated for 6 ms with the
same 50% duty cycle as is used for the population meas-
urement and fluorescence light is collected by the EMCCD
for analysis. The resulting data are shown in Fig. 2. The
hyperfine state is determined on the basis of a simple
threshold condition relative to the vertical dashed lines in
Figs. 2(b),2(c). Although more extensive analysis that
utilizes information gained from the temporal or spatial
distribution of light in each ROI can further reduce uncer-
tainties [7,22], our results show that the threshold condition
alone is adequate for high fidelity measurements.
After an additional 100 ms delay for image transfer, a

third readout sequence probes the atoms again. Depending
on the experiment, the third readout is either a second
population measurement for probing atom loss or a
destructive state selective measurement using a blow away
beam for measuring the number of atoms depumped from

jBi to jDi. Full characterization of the nondestructive
measurement requires 4 experiments: 2 (state preparation
jBi or jDi) ×2 (blow away on or off). The results of the 4
experiments are summarized in Table I for the center site
and Table II for the other sites. We note that the results
marked with (a) include 2% atom loss between each camera
readout due to the finite trap lifetime τ ∼ 5 s and the 100 ms
gap between each measurement. The background collision
loss is not a fundamental limitation, and could be reduced
by decreasing the chamber pressure or by shortening the
image transfer time.
The primary limitation to the nondestructivemeasurement

is themeannumber of photonsNγ that canbe scatteredbefore
the atom is depumped from jBi to jDi. When using random
polarization Nγ ¼ 38 340=ð1þ 4δ2=γ2 þ s0Þ, where s0 ¼
I=Is;eff and Is;eff ¼ 3.6 mW=cm2 is the saturation parameter
for randomly polarized light; see Ref. [18] for a derivation.
With typical experimental parameters 104 photons could be
scattered, which would lead to approximately 100 photo-
electrons, which is technically enough to clearly resolve
the jBi and jDi photon histograms. However, the jBi state
histogram would leave a long tail from depumping events
during the exposure that would overlap with the jDi state
distribution. Therefore, in order to obtain clearly distinguish-
able photoelectron statisticsweneed the additional constraint
that atoms scatter ∼104 photons with minimal depumping, a
condition that isotropic polarization does not satisfy.

TABLE I. Results in the central site (#2) averaged over 2000
measurements. Data marked (a) are without correction, and data
marked (b) are postselected on the presence of an atom in theROI in
the third measurement, leaving only Raman depumping and state
preparation as sources of error. The final state results are found from
a third, state-selective measurement using a blow away beam.

Detected state (%) Final state (%)

Initial state jBi jDi jBi jDi Lost

jBi (a) 95.6(6) (a) 4.4(6) 98.6(1.9) 0.6 (1.6) 0.8(1.3)
(b) 98.0(4) (b) 2.0(4)

jDi 0.6(4) 99.4(4) N/A 99.6(1.6) 0.4 (1.6)

TABLE II. Loss-corrected detection fidelities for the outer four
traps. jψii is the prepared state.

Detection fidelity (%)

ROI No. 0 No. 1

jψii jBi jDi jBi jDi
jBi 97.1(5) 2.9(5) 98.3(3) 1.7(3)
jDi 0(0) 100(0) 1.0(5) 99.0(5)

No. 3 No. 4
jψii jBi jDi jBi jDi
jBi 97.7(6) 2.3(6) 98.2(1.2) 1.8(1.2)
jDi 0.5(4) 99.5(4) 0 100(0)
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To suppress the depumping we have used σþ-polarized
light along the quantization axis to pump the atoms into
j2; 2i, the lower level of the cycling transition as described
above. In an actual experiment there is still a finite
depumping rate due to polarization impurity or a small
angular mismatch θ between ẑ, the direction of the
magnetic field, and k⃗RO, the axis of the readout beams.
The figure of merit is the number of photons that the
bright state can scatter before it falls into the dark state, as
shown in Fig. 3. We can quantify the probability of
depumping by summing the rates over Raman depumping
channels and comparing to the scattering rate on the cycling
transition [18]. We estimate that we are able to scatter
Nγ;σ ¼ 3.7 × 105 photons corresponding to an enhance-
ment factor of ∼20 over the unpolarized case with
parameters s0 ¼ 1, δ ¼ −γ=2 and measured polarization
purity Iσþ=Iσ− ¼ 1600 [18]. There is also a small transient
contribution to the depumping probability as the atoms are
pumped from the initial state towards j2; 2i, which is
estimated in Ref. [18].
It is also necessary to account for depumping due to the

vector and tensor light shifts imposed by the ODT. Circular
polarization of the ODT light results in a vector shift on
the atoms which adds a fictitious magnetic field, B⃗fict, along
k⃗ODT. The 60° angle between k⃗ODT and k⃗RO drives Larmor
precession, which reopens the depumping channels. In
terms of the trap depth U0 the fictitious field is

B⃗fict=U0¼29.77Aαð1ÞjBik̂ODT=α
ð0Þ
jBi ðG=mKÞ [18], with αð0ÞjBi,

αð1ÞjBi the scalar and vector polarizabilities, and −1≤A≤1

the degree of circular polarization. For our experimental
parameters, A ∼ 2 × 10−4, λODT ¼ 1040 nm, B⃗fict=U0 ¼
0.3 mG=mK. To mitigate depumping from B⃗fict we used
a bias field of Bz ∼ 20 G, such that the depumping rate was
independent of ODT power [18], which shows that the
vector light shift did not cause additional depumping for our
parameters.
In addition, excited state tensor light shifts couple M0

F
states, creating a new set of energy eigenstates that are
superpositions of jF0;M0

Fi states, which breaks the cycling
character of the j2; 2i ↔ j30; 30i transition. To avoid tensor
shifts during readout the probe and ODT lights are chopped
out of phase so that the excited state is never populated
when the ODT is on.
Despite the use of counterpropagating σþ beams, heating

was still noticeable, limiting atom retention after the
measurement, as is shown in Fig. 4, and forcing us to
use traps that are ∼10 mK deep. This limited performance
may be attributed to laser intensity noise, lack of sub-
Doppler cooling mechanisms, and 1D cooling. Future
improvements including working with a higher NA lens
to improve photon collection efficiency, and cooling the
atoms into the Lamb-Dicke regime to suppress recoil
heating will further reduce atom loss. Using blue
detuned traps with intensity minima at the location
of the atoms, as in Refs. [5,24], would reduce the excited
state tensor mixings, and obviate the need to turn the ODT
on and off, thereby reducing any heating due to trap
switching.
In conclusion, we have demonstrated nondestructive

parallel readout of an array of five Rb atoms. Increasing
the collection efficiency of the imaging optics, combined
with colder atoms, and possibly more refined analysis of
the spatial information provided by the camera, we antici-
pate that loss of atoms due to heating can be reduced to a
level compatible with implementation of repetitive error
correction for quantum computation.
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FIG. 3. Dependence of the mean number of resonant photons
per Raman photon on probe light parameters. (a) Detuning
dependence spanning neighboring levels. (b) Intensity depend-
ence at three different detunings. (c) Enhancement with σ
polarized light for given saturation, detuning, and intensity
contrast Iσþ=Iσ− between σþ and σ−.

FIG. 4. Probability of atom retention after nondestructive
readout as a function of trap depth during the readout phase.
Background gas collisions cause ∼4% atom loss between the first
and third measurements.
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