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We observe and explain theoretically a dramatic evolution of the Dzyaloshinskii-Moriya interaction
(DMI) in the series of isostructural weak ferromagnets, MnCO3, FeBO3, CoCO3, and NiCO3. The sign of
the interaction is encoded in the phase of the x-ray magnetic diffraction amplitude, observed through
interference with resonant quadrupole scattering. We find very good quantitative agreement with first-
principles electronic structure calculations, reproducing both sign and magnitude through the series, and
propose a simplified “toy model” to explain the change in sign with 3d shell filling. The model gives insight
into the evolution of the DMI in Mott and charge transfer insulators.
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Introduction.—The Dzyaloshinskii-Moriya interaction
(DMI) appears in magnetic materials with, at least locally,
broken inversion symmetry. It leads to an exchange energy
that scales with the vector product of spins S1 × S2 and is
thus antisymmetric with respect to interchange of the spins,
favoring noncollinear order. First introduced to explain the
canting of moments in weak ferromagnets [1], with a
microscopic origin in spin-orbit coupling (SOC) [2,3], the
DMI has recently been shown to be responsible for the
stabilization of various exotic noncollinear magnetic
ground states, such as spin spirals [4] and Skyrmions
[5–7]. Such magnetic orders are of particular interest from
both fundamental and applied points of view. For instance,
Skyrmions are topologically protected states, which makes
them promising for novel spintronic applications. DMI is
an important ingredient in multiferroics with spiral mag-
netic order, where it is thought to promote an electric
polarization either by polarizing electronic orbitals [8] or
by inducing atomic displacements [9]. DMI stabilizes
chiral domain walls, which can be driven by current rather

than magnetic field [10,11]. Also, they can be used for
manipulation of spin wave currents (“magnon transistor”)
[11]. The possibility to control and change the sign of the
DMI in magnetic materials is an essential step towards
finding suitable materials for spintronics applications. Up
to date such manipulation has been experimentally realized
for the isostructural B20 metallic alloys Fe1−xCoxSi [12],
Mn1−xFexGe [13], and Fe1−xCoxGe [14] demonstrating a
very complex and rich magnetic phase diagram depending
on the doping and the applied magnetic field.
Here we report a systematic experimental and theoretical

study of the insulator counterpart of the systems with
tunable DMI: isostructural MnCO3, FeBO3, CoCO3, and
NiCO3, with R3̄c crystal symmetry. In contrast to the
metallic B20 alloys with competing long-range magnetic
interactions, strongly affected by the dynamical Coulomb
correlations [15], the magnetic structure of these R3̄c
insulators is much simpler. In these systems, every metal
atom interacts predominantly with its six nearest neighbors,
providing a route to a truly microscopic understanding of
the DMI.
The four crystals studied here have the same crystal

structure [16–19], consisting in a stack of alternating 3d
transition metal (TM) and oxygen-carbon (oxygen-boron)
layers. The TM ions occupy the center of elongated MO6

octahedra (M ∈ fMn; Fe;Co;Nig). The exchange interac-
tion between the TM ions is mediated by the oxygen ions.
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The structural twist of the oxygen layers with respect to the
TM layers (Fig. 1) shifts the oxygen atoms away from the
middle point between TM atoms and breaks the inversion
symmetry at the oxygen sites, thus allowing the DMI
interaction between the TM sites. This twist alternates in
sign from one oxygen layer to the next, such that the crystal
is globally centrosymmetric.
These crystals have the same antiferromagnetic order, if

one ignores the small ferromagnetic component: the mag-
netic moments are in the basal plane, aligned parallel in a
single TM layer and antiparallel between adjacent layers.
However, due to the DMI, the antiferromagnetic alignment
is not exactly collinear, but there is a small canting in plane,
in the same direction for all the spins, resulting in a net
macroscopic magnetization. The canting is a direct mani-
festation of the DMI, both in magnitude and in sign. The
relation between DMI and ferromagnetic moment can be
grasped by assuming that the single-ion anisotropy allows

the spins to rotate freely in the ab plane, and writing the
classical Hamiltonian for nearest-neighbor spins as

H ¼ JS1 · S2 þ D · ½S1 × S2�; ð1Þ
where J is the isotropic exchange constant and D is known
as the Dzyaloshinskii vector. The Hamiltonian minimizes
energy by canting the spins with a small angle ϕ ∼ 1

2
Dz=J,

whereDz is the component of D parallel to the c axis. (This
defines the sign σϕ ¼ �1 of the canting angle, which
reverses from one sublattice to the other: it is chosen as
equal to the sign ofDz.) The magnitude of the canting angle
or, equivalently, the ratio of the net magnetization to the
sublattice magnetization is of the order of a few mrad [20–
24] (Table I). Remarkably, it does not vary with the
temperature below the onset of magnetic order [23]. Its
sign, however (or equivalently the sense of D), has been
determined experimentally in only a handful of weak
ferromagnets [51–57], using interference effects in nuclear
magnetic resonance [52,54], in polarized neutron diffrac-
tion [53,55], or in polarized x-ray diffraction [56,57]. Other
methods, such as electron spin resonance [58] and spin
wave spectroscopy [59–61] have been shown to be able to
determine the sign of DMI in certain classes of single
crystals. When a Skyrmion lattice is formed, polarized
neutron small angle scattering is also used [12–14].
Diffraction experiment.—Here, we use a variation on the

polarized x-ray diffraction technique employed in the case
of FeBO3 [56] to determine the sign of the canting angle in
the four weak ferromagnets under consideration. For this
purpose, one needs to find the sign of the antiferromagnetic
spin structure factor, which for (0; 0; 6nþ 3) reflections is
simply the difference between the spin vectors at site 1
(blue sphere in Fig. 1) and one of its nearest neighbors (site
2, red spheres), SAFM ¼ S1 − S2. The macroscopic ferro-
magnetic moment can be aligned by a weak external
magnetic field, which allows the entire magnetic structure
to be rotated within the ab plane. While the intensity of
magnetic scattering is easily determined, the all-important
sign is lost when measuring the intensity of pure magnetic
reflections with x rays or neutrons. We therefore exploit the
interference between two x-ray amplitudes, one of mag-
netic origin, and a reference amplitude that is independent
of the magnetic structure [56]. The former is dominated by

FIG. 1. Local atomic and magnetic orders in the weak ferro-
magnets of this work. The ions of the two magnetic sublattices are
represented by blue (site 1) and red (site 2) spheres, with black
arrows denoting the direction of their spins. Oxygen atoms
between the two adjacent transition metal layers are represented
as yellow spheres. The dotted circles highlight the twist of the
oxygen layer. The bottom panel shows the occupation of the 3d
level of a magnetic ion. The left and right panels show the two
possible magnetic configurations which stabilize depending on
the 3d occupation and, therefore, the sign of the DMI, for a net
ferromagnetic moment pointing along the magnetic field H.
SAFM denotes the direction of the antiferromagnetic spin
structure.

TABLE I. Experimental and theoretical values of the canting angle (degrees). The experimental magnitudes are taken from the
literature. The experimental signs and the ab initio values are taken from this work. The sign of the canting angle corresponds to the sign
of the DMI. N3d is the number of the 3d electrons per transition metal site obtained from first-principles calculations (for details, see
Supplemental Material [25]).

Magnetic Canting angle ϕ (deg) Canting angle ϕ (deg)
Compound ion Z N3d experimental ab initio

MnCO3 Mn2þ 25 5.0 −0.04 [50], −0.4 [20,22] −0.05
FeBO3 Fe3þ 26 5.8 −0.9 [23] −0.8
CoCO3 Co2þ 27 7.1 4.9 [21,22] 4.7
NiCO3 Ni2þ 28 8.2 10.8 [22] 7.4
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x-ray nonresonant magnetic scattering [62], while the latter
is quadruplole resonant elastic x-ray scattering (REXS)
[63]. More details on both amplitudes are given in
Supplemental Material [25]. The interference is measured
at the 009 Bragg reflection of the crystals of interest, which
is forbidden for Thomson scattering (i.e., space group
forbidden) but allowed for the two scattering mechanisms
outlined above.
It is, perhaps, worth noting that the sign of the DMI does

not affect the direction of the ferromagnetic moment as it
follows the external field. Rather, it determines whether one
ferromagnetically aligned sheet points to the left, and the
one above it to the right, or vice versa. This difference is
simply the phase of the magnetic modulation, which is
encoded in the phase of the magnetic scattering.
The diffraction experiments reported here use the same

setup as that described in Ref. [56]. We measured the 009
forbidden reflection of the four crystals with monochromatic
x rays tuned to the K-edge resonance of their respective
magnetic ion. The samples were macroscopic single crystals
of high quality with a large 001 facet, except for the NiCO3

crystal, which was a grain of a few tens of microns. The
measurements were performed well below their respective
Néel temperature, at 300, 7.5, 13, and 5.5 K for, respectively,
FeBO3, MnCO3, CoCO3, and NiCO3. A ∼0.01 T magnetic
field, sufficient to produce a single domain state alignedwith
the magnet, was applied by a pair of permanent magnets
rotated about the sample c axis by an angle η (see Fig. 2). The
crystals were rotated by azimuthal angles ψ about the
scattering vector, to suitable orientations for the measure-
ments (see Supplemental Material for details [25]).
Measurements were performed at beam line I16 of
Diamond Light Source [64], using linearly polarized x rays
and a linear polarization analyzer crystal to reject the
scattered x rays of unrotated polarization.
As a coherent sum of two scattering amplitudes, the

diffraction intensity is the sum of a pure magnetic term, a
pure resonant term, and an interference term (see
Supplemental Material [25]),

IðE;ψ ; ηÞ ¼ f2msin2ηþ jQðEÞj2cos23ψ
þ 2σϕfmℑ½QðEÞ� cos 3ψ sin η; ð2Þ

where fm is a known real positive quantity related to the
nonresonant magnetic scattering amplitude, E is the x-ray
energy, andQðEÞ is a complex spectroscopic term related to
theREXS amplitude. The latter can be calculatedwith a x-ray
spectroscopy software such as FDMNES [65], which was
used in this work. From Eq. (2), it is clear that one can
extract the sign of the DMI (σϕ) by rotating the magnetic
field while maintaining a fixed crystal azimuth (ψ) and
x-ray energy (E). The results of such measurements are
presented in Fig. 2.
The sign of the magnetic structure factor is determined

by the deviation of the measured intensity toward η ¼ 90°
or η ¼ 270°, i.e., whether the red rings in Fig. 2 go up or
down. The results are remarkably clear: the sign of the DMI
is the same in FeBO3 and MnCO3, which are both opposite
to CoCO3 and NiCO3. More precisely, the canting angle is
negative (Fig. 1, left) in FeBO3 and MnCO3, and positive
(Fig. 1, right) in CoCO3 and NiCO3. These signs represent
the missing information from the absolute values of the
canting angles that are reported in the literature (Table I)
and complete our knowledge of the relative strength of the
DMI in this series of materials.
A reliable model for the resonant spectrumQðEÞ (and, in

particular, its imaginary part) is a key requisite for the
correct interpretation of the scattering phase. A series of
measurements at various energies and azimuths confirmed
the shape of the resonance, predicted by FDMNES, and
showed that the resonant amplitude just above the reso-
nance energy has a phase that is independent of the
magnetic ion (3d shell filling). This seemingly complex
scattering process therefore provides a robust and consis-
tent reference wave, and a reliable interpretation of the
interference data. At photon energies far below the core-
level resonances the resonant term vanishes [QðEÞ → 0]
and pure magnetic scattering is observed [the sin2 η term of
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FIG. 2. X-ray diffraction experiment: schematic view andmain results. Normalized experimental values of the diffraction intensity versus
magnet angle η, for the series of weak ferromagnets. The blue curves aremeasured below the resonance energy and show the puremagnetic
scattering intensity, which is symmetric and insensitive to the scattering phase. The red curves are on resonance and include a strong
interference term that breaks the symmetry and gives the phase of the magnetic scattering, revealing the sign of the DMI. Experimental data
(symbols) are shown with their fits (plain lines) against Eq. (2). For the off-resonance data,QðEÞ ¼ 0 is enforced. The deviation from the
90°–270° symmetry axis, particularly strong in the case of CoCO3 and not explained by Eq. (2), is discussed in SupplementalMaterial [25].

PRL 119, 167201 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

20 OCTOBER 2017

167201-3



Eq. (2)]: the data become symmetric (Fig. 2), loosing all
information about the scattering phase.
First-principles calculations.—To simulate the elec-

tronic structure and magnetic properties of the selected
compounds we used the Vienna ab initio simulation
package (VASP) [66,67] within local density approximation
taking into account the on-site Coulomb interaction U and
SOC (LDAþ U þ SO) [68]. All the technical details are
presented in Supplemental Material [25].
Table I gives a summary of the main theoretical and

experimental results. One can see that the theory reproduces
the change of the DMI sign through the series of studied
compounds, observed experimentally. While the absolute
values of the canting angles are slightly variable depending
on theU value used in the calculation, their signs turn out to
be robust. Importantly, our first-principles calculations
revealed that the chemical bonding in all four systems has
more covalent rather than ionic character, as indicated by the
deviation of the number of the 3d electrons from the pure
ionic values, and magnetization of the oxygen atoms.
Toy model.—According to Hund’s rules, once the

electronic shell becomes more than half filled, the prefer-
able mutual orientation of the spin and orbital moments
changes. It is tempting to use this argument to explain the
change of the sign of the DMI across the series of
carbonates. However, the present examples all have
more-than-half-filled 3d shells, and therefore parallel spin
and orbital moments. We must therefore look further for an
explanation of the microscopic mechanism behind the
preferred magnetic chirality.
Here we propose a simple and transparent microscopic

explanation of the DMI sign change in the R3̄c insulators,
based on a minimal toy model. The first step is to express
the total Dzyaloshinskii-Moriya interaction between two
atoms i and j as a sum of partial interorbital contributions
(IO-DMI), Dij ¼

P
nn0D

nn0
ij . Here n (n0) denote the half-

filled states, which are magnetic and therefore contribute to
the formation of the total spin moment of each atom.
Then we analyze the IO-DMI by means of a super-

exchange-based approach developed by Moriya [3],

Dnn0
ij ¼ 8i

U
ðtnn0ij Cn0n

ji −Cnn0
ij tn

0n
ji Þ; ð3Þ

where tnn
0

ij is the (unperturbed) hopping integral between
the nth ground orbital state of ith atom and n0th orbital state
of the jth atom; Cnn0

ij is the corresponding hopping
renormalized by SOC and U is the on-site Coulomb
interaction. Since tnn

0
ij ¼ tn

0n
ji and the hoppings with SOC

are imaginary, the IO-DMI is nonzero if Cnn0
ij ¼ ðCn0n

ji Þ�.
This SOC-affected hopping integral is the quantity of
interest, since it contains the information about the DMI
sign. As it was shown by Moriya [3], Cnn0

ij is related to the
transfer of the electrons (holes) between the half-filled
ground states and the excited ones. The latter can be either
empty or fully occupied.
Importantly, the particular electronic configuration of the

excited orbital states is related to the sign and magnitude of
the IO-DMI. To demonstrate this, we consider the simplest
two-orbital two-site model with the different number of
electrons, N ¼ 2 [Fig. 3(a)] and N ¼ 6 [Fig. 3(b)]. Here n
and n0 are the ground state orbitals in case (a), while m and
m0 are the ground state orbitals in case (b). We fix the
hopping integrals in our consideration, which means that
the geometry of the model system does not change when
we vary the number of electrons.
As it follows from the experimental data and first-

principles results (Table I) the DMI changes in both sign
and magnitude across the series. For our toy model we
found thatCn0n

21 ¼ −Cm0m
21 (see Supplemental Material [25]),

simply because Cn0n
21 ∼ðtm

0n
21 −tn0m21 Þ and Cm0m

21 ∼ ðtn0m21 − tm
0n

21 Þ
[Fig. 3(c)]. It implies that Dnn0

12 (N ¼ 2) and Dmm0
12 (N ¼ 6)

must have opposite signs.
As for magnitude of the DMI, it is controlled by the

hopping strength between orbital states of the same
symmetry, tnn

0
ij and tmm0

ij . From the basic electronic structure
viewpoint, the higher-lying energy levels are usually the
antibonding states, corresponding to a stronger metal-
ligand hybridization. In our case, it leads to the following
relation: tnn

0
ij < tmm0

ij , which gives jDnn0
12 j < jDmm0

12 j in agree-
ment with the experimental observations (Table I). Thus,
already at the level of the Moriya’s approach, both sign and
magnitude of the IO-DMI are shown to depend on the
orbital’s filling. By changing the occupation of the 3d states
we change the balance between empty and fully occupied
channels for the IO-DMI. It results in the change of sign
and magnitude of the total DMI. In contrast to the previous

FIG. 3. Visualization of the toy tight-binding model proposed for explaining the change of DMI sign in the weak ferromagnets of this
work. The filling of the energy levels in the ground state electronic configuration for N ¼ 2 [(a), left] and N ¼ 6 [(b), center] is shown.
Arrows denote hopping (interatomic) and spin-orbit coupling (intra-atomic) excitations (between orbital states n, n0, m, m0)
corresponding to the Dzyaloshinskii-Moriya interaction. [(c), right] Comparison of the (a) and (b) excitation processes reveals the
difference in hoppings between excited and ground states.
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considerations on metals [69–71] with complex depend-
ence of the DMI energy on the electronic structure, our toy
model for insulators puts forward an intuitive picture
of DMI.
To summarize, we have performed a systematic exper-

imental and theoretical investigation of the Dzyaloshinskii-
Moriya antisymmetric exchange interaction in a series of
isostructural weak ferromagnets, and have discovered and
explained a dramatic variation in magnitude and sign as the
3d orbitals are gradually filled. Our novel x-ray diffraction
technique yields both the amplitude and phase of the
magnetic diffraction, essential for determining its sign.
We have shown that it is suitable even for very small (few
tens of microns) crystal samples. The dramatic evolution of
the Dzyaloshinskii-Moriya interaction with electron filling,
and the ability of modern first-principles calculations to
model it, bodes very well for a future in which the exchange
interactions can be tuned for spintronics technologies, and
important material properties predicted by computational
methods.
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