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We autonomously stabilize arbitrary states of a qubit through parametric modulation of the coupling
between a fixed frequency qubit and resonator. The coupling modulation is achieved with a tunable coupling
design, in which the qubit and the resonator are connected in parallel to a superconducting quantum
interference device. This allows for quasistatic tuning of the qubit-cavity coupling strength from 12 MHz to
more than 300 MHz. Additionally, the coupling can be dynamically modulated, allowing for single-photon
exchange in 6 ns. Qubit coherence times exceeding 20 μs are maintained over the majority of the range of
tuning, limited primarily by the Purcell effect. The parametric stabilization technique realized using the
tunable coupler involves engineering the qubit bath through a combination of photon nonconserving sideband
interactions realized by flux modulation, and direct qubit Rabi driving. We demonstrate that the qubit can be
stabilized to arbitrary states on the Bloch sphere with a worst-case fidelity exceeding 80%.
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Dissipation is generally thought of as competing with
quantum coherence. However, under appropriate circum-
stances dissipation can be engineered and utilized as a
resource for coherent quantum control [1–3]. Dissipation
can be used to generate and stabilize entangled states [4,5]
and many-body phases [6,7]. Quantum error correction,
one of the main goals in quantum information science, can
also be achieved by autonomously stabilizing a manifold of
states [8–11] through bath engineering, without the need
for active feedback. In superconducting circuit QED,
engineered dissipation has been used in conjunction with
the Josephson nonlinearity of the qubit to achieve stabi-
lization of qubit [4,5,12–14] and cavity states [15,16],
important steps towards autonomous error correction. A
more convenient approach to quantum state stabilization,
however, may lie in the direct modulation of the coupling
between the system and a quantum bath, a task that can be
accomplished by using tunable coupler devices [17–20].
Tunable coupling elements can mediate interactions while

maintaining coherence. They have been used for frequency
conversion [19,21] and quantum logic gates [18,20], and are
suitable for a variety of tasks in quantum information
processing [22,23] and quantum simulation [24]. In this
Letter, we present a tunable coupling circuit in which a
single-junction transmon is coupled to a dissipative bath in
the form of a low-Q cavity, via grounding through a shared
dc SQUID. We show that the coupling can be tuned over a
large dynamic range using magnetic flux, with very little
qubit dephasing from flux noise. By parametric modulation
of the coupling, we realize both photon conserving red-
sideband interactions to transfer single photons [25–27], as
well as photon nonconserving blue-sideband interactions

[27–30] necessary for state stabilization. We present a
scheme to parametrically stabilize arbitrary single-qubit
states by using the blue-sideband interaction in conjunction
with a regular qubit Rabi drive.
The tunable coupling circuit, shown in Fig. 1, consists of

a transmon qubit [31] and a lumped-element resonator,
both grounded at the same node through a dc SQUID. The
dc SQUID acts as a tunable inductor shared between
the qubit and the resonator, creating a coupling strength
between the two systems proportional to its inductance
Lg ¼ Lg0=j cosðπΦext=Φ0Þj, which is controlled by the
external flux Φext threading the loop. Previous tunable
coupler designs [18,20] utilized series coupling schemes
that are convenient for chains and lattices of qubits or
resonators. By contrast, the topology of our circuit enables
many resonators or qubits to share the same coupler, which
is suitable for random access memories [23]. The circuit is
described by the effective Hamiltonian,

Ĥ ¼ ωrâ†âþ
ωq

2
σ̂z − gRðâ†σ̂− þ âσ̂þÞ− gBðâ†σ̂þ þ âσ̂−Þ;

ð1Þ

where

gR;B ¼ Lg0

2j cosðπΦext=Φ0Þj

ffiffiffiffiffiffiffiffiffiffiffi
ωrωq

LrLq

s
∓ Cg

2

ffiffiffiffiffiffiffiffiffiffiffi
ωrωq

CrCq

s
ð2Þ

are the coupling strengths associated with the red and blue
sidebands [28]. The operators â and σ̂− represent the
lowering operators for the cavity and the qubit mode,
and ωr, ωq are the mode frequencies. The definitions of
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inductances and capacitances for qubit and resonator can
be read off from Fig. 1(b). In the Hamiltonian above, the
degree of freedom associated with the SQUID coupler has
been adiabatically eliminated [32]. When the coupler is not
being driven, the counter-rotating gB term can usually be
dropped from Eq. (1), but by dynamically modulating the
inductance via the external flux Φext, both red- and blue-
sideband interactions can be utilized. Additionally, by
balancing the inductive and capacitive terms in Eq. (2),
one can make gR 0 or even negative.
We perform spectroscopy of the qubit (Fig. 2) to

determine the static coupling strength gRðΦextÞ, finding
it to range from 12 to 300 MHz. The coupling strength is
calculated from the size of photon-number splitting 2χ ¼
g2Rα=ΔðΔþ αÞ [31,40], where α ¼ −188 MHz is the qubit
anharmonicity and Δ is the qubit-cavity detuning. At flux
values where the splitting is too small to be resolved, we
calibrate gR by measuring the qubit Rabi rate through the
cavity at fixed power [32]. As the qubit itself does not have
a SQUID loop, its frequency is only indirectly affected by
the modulation of the coupler. We choose Lg0 ≪ Lr;Lq to
ensure that the tuning of the qubit and resonator frequencies

from the change in the coupler inductance is small. As seen
in Fig. 2, the qubit frequency varies by less than 15 MHz
over 80% of the tuning range, making the qubit nearly
immune to flux noise. Both the energy relaxation time T1

and the dephasing time T�
2 remain above 20 μs over most of

the flux period (jΦextj < 0.4Φ0). Only when the flux
approaches half a flux quantum do coherence times start
to drop significantly. There the Purcell effect from coupling
to the readout resonator, as well as an increased frequency-
flux sensitivity, limits the coherence.
The usefulness of parametric coupling becomes most

evident when the qubit-cavity coupling strength is modulated
at the qubit-cavity difference or sum frequency. Modulation
of Φext in Eq. (2) at frequency ωd turns gR;B into

gR;BðtÞ ¼
P

ng
ðnÞ
R;B cosω

ðnÞ
d t, where ωðnÞ

d ¼ nωd is the effec-
tive modulation frequency of the nth harmonic with Fourier

coefficient gðnÞR;B. Substituting this into Eq. (1), we obtain the
red- and blue-sideband Hamiltonians in rotating frames as

ĤR;B
rot ¼ ðω0

r ∓ ω0
q − χ0σ̂zÞâ†â�

ωd

2
σ̂z − g0R;Bðâ†σ̂∓ þ âσ̂�Þ;

ð3Þ

valid for effective modulation frequencies, ωðnÞ
d ≈ ω0

r �
ðω0

q þ χ0Þ, respectively, with fast-oscillating terms

(a)

(b)

FIG. 1. (a) Optical image and (b) circuit diagram of our device.
The lumped-element resonator is formed by a “C” shaped
capacitor pad and an isolated meander line inductor. The inductor
line protrudes to the common node where both the qubit
Josephson junction and the coupler SQUID loop are connected.
Two voltage ports are placed at the two sides of the resonator’s
capacitor pad enabling transmission measurements. The qubit-
cavity coupling strength is tuned with the SQUID-loop flux by
modulating the current that flows through the flux line. The qubit
can be probed via a separate qubit drive line that is weakly
coupled to the qubit’s shunting capacitor. Insets show the details
of the qubit Josephson junction and dc SQUID loop.

(a)

(b)

FIG. 2. (a) Spectroscopy showing the qubit excited state pop-
ulation as a function of flux through the coupler. The qubit
frequency is insensitive over nearly the entire flux range. (Inset)
Number splitting of the qubit peak due to photons in the resonator,
used to calibrate the static coupling between the qubit and the
resonator. (b) Qubit coherence and qubit-cavity coupling strength
as a function of the flux through the coupler. The dephasing time
(T�

2) is comparable to the energy relaxation time (T1) over the
entire tuning range. The coherence times drop nearΦ ¼ 0.5Φ0 as a
result of the Purcell effect due to the strong coupling to the readout
resonator, as indicated by the black dashed line.
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abandoned. Here, the primes stand for the dressed basis after
diagonalizing the static component of the drivenHamiltonian.

At ωðnÞ
d ¼ ω0

r − ω0
q þ χ0, energy pumped into the circuit

through the parametric flux drive bridges the gap between
the first excited state of the qubit je0i and the single-photon
Fock state of the cavity jg1i, causing a splitting of 2g0R due
to the red-sideband coupling between the two levels. This is
seen as an avoided crossing in the cavity transmission
spectrumwhen the modulation frequency matches the detun-
ing [Fig. 3(a)]. In the time domain, the red-sideband coupling
mediates stimulated vacuumRabi oscillations that coherently
swap a single photon between qubit and resonator. The
oscillation rate, 2g0R=2π ≈ 80 MHz, can be directly seen
from Fig. 3(b) and determines how fast qubit-photon gates
can be performed.
While the red-sideband coupling enables photon-

conserving processes, the blue-sideband coupling, which

takes place at ωðnÞ
d ¼ ω0

r þ ω0
q − χ0, generates two-photon

oscillations between states jg0i and je1i. This interaction,
created in our experiment through the second harmonic
term by flux modulating at ωd ¼ ðω0

r þ ω0
q − χ0Þ=2, pro-

duces a much richer resonance structure in transmission
[Fig. 4(a)], which can be accurately reproduced numeri-
cally [Fig. 4(b)]. The observed features can be understood
conceptually by considering the energy level diagram in the
rotating frame [Fig. 4(c)]. The blue-sideband interaction
acts as a coherent two-photon pump that drives the circuit
to je1i, causing an avoided crossing between jg0i and je1i
in the level diagram. As the cavity photon loss rate is faster
than the qubit decay rate by 2 orders of magnitude in the
experiment (1=κ ≈ 100 ns and T1 > 20 μs), je1i → je0i is
the dominant decay process and traps most of the pop-
ulation in the single-photon subspace in state je0i. When
both photons are eventually lost from the circuit, the state
immediately transitions to je1i, beginning the cycle again.

In this sense, the blue-sideband flux drive stabilizes the
qubit in the excited state. This, in turn, shifts the cavity
frequency down by 2χ0 [B in Fig. 4(a)]. Furthermore, as the
blue-sideband interaction splits the degenerate levels of
je1i and jg0i in the rotating frame, the cavity transmission
measurement actually probes the transitions between je0i
and ðje1i � jg0iÞ= ffiffiffi

2
p

so that the avoided crossing is
visible within the shifted cavity peak [C in Fig. 4(a)].
Enhanced cavity transmission is observed at the crossing
between the unshifted cavity peak and the avoided crossing
[D in Fig. 4(a)]. Here the transition energy between je0i
and jg0i in the rotating frame coincides with the energy
between jg0i and jg1i, resulting in an enhanced trans-
mission due to the jg0i population being weakly replen-
ished by the cavity probe.
With the blue-sideband coupling being a critical com-

ponent, we show that it is possible to take a further step
towards stabilizing arbitrary states on the Bloch sphere with
our tunable coupler circuit. Analogous to coherent pop-
ulation trapping [41,42] but using a harmonic oscillator
as the dissipative element, the system is driven with both
blue-sideband modulation and qubit Rabi drive at detun-
ings and strengths as shown in Fig. 5(a).
Qubit states are dressed by the Rabi drive to become

j~gi¼ cosðθ=2Þjgi−eiϕ sinðθ=2Þjei and j~ei ¼ sinðθ=2Þjgiþ
eiϕ cosðθ=2Þjei in the rotating frame [Fig. 5(b)], where the

(a) (b)

FIG. 3. Red-sideband interactions probed by applying a rf flux
tone to the tunable coupler to generate sidebands. (a) Spectros-
copy of the (normalized) resonator transmission as a function of
sideband and resonator probe frequency, showing the stimulated
vacuum Rabi spitting. (b) Stimulated vacuum Rabi oscillations
between the qubit and resonator, measured as an oscillation of the
qubit excited state population. A single photon is loaded into the
qubit before the flux pulse.

(a) (c)

(b)

FIG. 4. Resonator spectroscopy showing (normalized) trans-
mission near the blue-sideband resonance condition. Exper-
imental data (a) and master equation simulations (b) show
excellent agreement. (c) The energy level diagram correspond-
ing to Eq. (3) provides a map to the spectroscopic features A, B,
C, and D at different modulation frequencies, indicated by
arrows in (a). A: When the modulation frequency is far detuned
from the blue-sideband resonance, the qubit stays in its ground
state. B: The excited state of the qubit is stabilized, causing the
cavity to be shifted down by 2χ. C: The crossing of je1i and
jg0i, manifest as an avoided crossing. The qubit excited state is
also maximally stabilized at this frequency due to the resonance
of je1i and jg0i. D: Enhanced cavity transmission appears
when je0i → jg0i and jg0i → jg1i transition energies are equal.
The asymmetry of the unshifted cavity peak line centered at the
blue-sideband resonance is likely due to interactions between
higher levels jg; ni → je; nþ 1i.
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polar angle θ ¼ arccos ðΩz=ΩRÞ is defined by the Rabi
drive detuning Ωz and the total Rabi frequency ΩR ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2

x þ Ω2
z

p
, while the azimuthal angle ϕ is determined by

the phase of the Rabi drive. The dressing of the qubit states
also leads to modified decay and excitation rates between
j~gi and j~ei [Fig. 5(b)]. These can be found by rewriting the
master equation dissipators in the dressed basis as

~γ− ¼ γcos4
θ

2
þ γϕ

2
sin2θ; ~γþ ¼ γsin4

θ

2
þ γϕ

2
sin2θ; ð4Þ

where γ and γϕ stand for the qubit decay and dephasing rate
in the zero-temperature lab frame [32].
The blue-sideband drive with amplitude Ωb provides a

resonant interaction of strength g ¼ Ωbsin2ðθ=2Þ between
the rotating frame states j~g1i and j~e0i. Along with the fast
decay of the resonator, this interaction yields an effective
transition rate Γ ¼ 4g2κ=ðκ2 þ 4g2Þ among qubit states j~ei
and j~gi. This produces an overall qubit decay rate of ~γ− þ Γ
that competes against the excitation rate ~γþ, to stabilize the
effective ground state j~gi with a population of

P~g ¼
γ− þ Γ

γ− þ γþ þ Γ
: ð5Þ

As both polar and azimuthal angles of j~gi can be easily
manipulated in the experiment, this scheme allows for
stabilization along an arbitrary direction with high fidelity.

We apply this protocol to demonstrate stabilization of
arbitrary states on the Bloch sphere. The polar angle was
varied by changing the Rabi drive detuning Ωz while
keeping its strength Ωx=2π fixed at 9 MHz. As can be
seen from Eq. (5), the azimuthal angle has no effect on the
stabilization fidelity and was thus set to 0. The amplitude
of the flux modulation is calibrated to create a constant
blue-sideband coupling strength Ωb=2π ¼ 0.5 MHz for
all stabilization angles, with the detuning chosen in each
case to be Ωz þΩR. The measured stabilization purity

jhσ⃗ij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hσxi2 þ hσyi2 þ hσzi2

q
is plotted as a function of

the stabilization polar angle θ in Fig. 5(c), which closely
follows the theory prediction made by Eq. (5). The excited
state jei is stabilized with 93% purity at θ ¼ 180°, where
only the blue-sideband process is required. Purity starts to
reduce as θ is lowered, which can be understood by the
blue-sideband interaction losing efficiency in coupling the
j~g1i and j~e0i states when the rotating-frame ground state
j~gi has less overlap with the bare excited state, jei. This,
however, does not invalidate the scheme’s performance
for small angles. According to Eq. (4), the qubit’s natural
decay guarantees ~γ− ≫ ~γþ as θ → 0, resulting in good
stabilization fidelity in Eq. (5), irrespective of how small Γ
is. This is reflected in Fig. 5(c) as a revival of the purity
from a minimum value of ∼80% to near unity (limited by
lab-frame qubit temperature) at θ ¼ 0, where the lab-frame
ground state jgi is stabilized through the natural decay of
the qubit. The high fidelity at all stabilization angles

(a) (b) (c)

FIG. 5. Illustration of the universal stabilization scheme for single-qubit states. In the lab frame (a), qubit Rabi drive and blue-sideband
modulation are applied with appropriately chosen detuning and strength. In the rotating frame (b), these two drives result in the dressing
of the qubit state into arbitrary superpositions j~gi, j~ei, with resonant coupling between j~e0i and j~g1i. Together with the aid of the fast
cavity decay, these finally lead to the stabilization of the j~g0i state. (c) The stabilization purity jhσ⃗ij, plotted against the polar angle θ of
the stabilization axis, both obtained from qubit tomography. Purities exceeding 80% are achieved over the entire Bloch sphere, while
purities > 90% and > 99% are reached for stabilizing the jei (θ ¼ 180°) and jgi (θ ¼ 0°) states, respectively. Experimental data
qualitatively agree with the analytical calculation from Eq. (5) (red line) and numerical master equation simulation (black dashed line).
The stabilization experiment was performed at zero flux, where qubit and cavity frequencies are ωq=2π ¼ 4.343 GHz and
ωr=2π ¼ 5.439 GHz, with the linewidths being γ=2π ≈ 7.6 kHz, γϕ=2π ≈ 3 kHz, and κ=2π ≈ 1.6 MHz. Left inset: stabilization
angles predicted by theory closely match the experimental values. Right inset: trajectory of the qubit state in the dynamic process of
stabilization, for the specific case of θ ¼ 135° (red triangle) with measured purity of 87%. Starting from jgi, the qubit state moves in a
helical path along the stabilization axis, until it saturates around the rotating frame ground state, j~gi.
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therefore relies upon the mixed contribution of the active
stabilization process induced by the blue-sideband inter-
action (Γ), and the passive process from natural qubit
decay (~γ−).
In summary, we have demonstrated a cavity-assisted,

autonomous protocol for universal qubit state stabilization,
an important step towards stabilization of many-body states
[6,7] and autonomous error correction [8,9,11]. The circuit
developed in this work provides a flux-controlled tunable
coupling between two fixed frequency modes, and maintains
excellent coherence over the majority of the tuning range. In
addition to stabilization, the circuit is capable of producing
red-sideband interactions, critical for frequency conversion,
random access gates, and quantum communication. Finally,
a single tunable coupler can support several modes, signifi-
cantly reducing the complexity of large quantum circuits and
their associated room-temperature electronics.
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