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We have investigated the phase dynamics of a superconducting tunnel junction at ultralow temperatures
in the presence of high damping, where the interaction with environmental degrees of freedom represents
the leading energy scale. In this regime, theory predicts the dynamics to follow a generalization of the
classical Smoluchowski description, the quantum Smoluchowski equation, thus, exhibiting overdamped
quantum Brownian motion characteristics. For this purpose, we have performed current-biased measure-
ments on the small-capacitance Josephson junction of a scanning tunneling microscope placed in a low
impedance environment at milli-Kelvin temperatures. We can describe our experimental findings with high
accuracy by using a quantum phase diffusion model based on the quantum Smoluchowski equation. In this
way we experimentally demonstrate that overdamped quantum systems follow quasiclassical dynamics
with significant quantum effects as the leading corrections.
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Introduction.—Brownian motion—that is, the fate of a
heavy particle immersed in a fluid of lighter particles—is the
prototype of a dissipative system coupled to a thermal bath
[1]. Its quantum mechanical analogue can be found in open
quantum systems, which have received considerable atten-
tion in the last decade [2]. This is mainly due to the
experimental progress in fabricating quantum devices on
ever-growing scales with the intention to control their
quantum properties to an unprecedented accuracy. Efforts
have thus focused to tame the impact of decoherence
and noise in order to preserve fragile features such as
entanglement as possible resources for technological appli-
cations [3].
The regime where dissipation cannot be seen as a

perturbation but tends to completely dominate the system
dynamics has received much less attention. This is in sharp
contrast to classical nonequilibrium dynamics, where the
so-called overdamped regime, also known as the classical
Smoluchowski regime (CSM), plays a pivotal role for
diffusion phenomena in a broad variety of realizations [1].
Theoretically, this domain is characterized by a separation
of time scales between the relaxation of momentum (fast)
and the relaxation of position (much slower), implying that
on a coarsely grained time scale the latter constitutes the
only relevant degree of freedom. The situation in quantum
mechanics is more subtle though. Position and momentum
are bound together by Heisenberg’s uncertainty relation,
which is detrimental to the tendency of strong dissipation to
induce localization and even dissipative phase transi-
tions [4,5].
Roughly speaking, a dissipative quantum system is

characterized by three typical energy scales, namely, an
excitation energy ℏω0, where ω0 denotes some specific

energy scale of the bare system and ℏ the reduced Planck’s
constant, a coupling energy to the environment ℏγ, where γ
denotes the coupling parameter, and the thermal energy
kBT with kB as Boltzmann’s constant and T as the
temperature. While the realm of classical physics is defined
by ℏγ, ℏω0 ≪ kBT, the predominantly explored quantum
domain of weak system-bath interaction obeys ℏγ ≪
kBT ≪ ℏω0 with the bare level spacing exceeding all other
energy scales. This is the generic situation for cavity and
circuit quantum electrodynamical setups [2].
The quantum range of strong dissipation is complemen-

tary, i.e., kBT ≪ ℏω0 ≪ ℏγ. It has been predicted by theory
that in this domain a separation of time scales and thus a
quantum Smoluchowski regime (QSM) exists indeed [6].
Quantum Brownian motion in the QSM is almost classical;
however, it is substantially influenced by quantum fluctua-
tions yielding overdamped quantum phase diffusion
(OQPD) characteristics. Consequently, in all processes
sensitive to these fluctuations the dynamics is predicted
to deviate strongly from the classical one. Hence, exploring
the QSM regime is not only of fundamental interest, but is
also of direct relevance for systems possibly subject to
strong dissipation, such as low impedance superconducting
circuits [7], nanomechanical oscillators [8], quantum gases
[9], quantum annealing computers [10], or chemical
reactions in solution. Yet, its experimental observation
has been elusive so far.
The aim of this Letter is to close this gap. For this

purpose, we study the dynamics of the phase ϕ as a
continuous collective degree of freedom in a superconduct-
ing tunnel junction in the QSM regime. In the past,
superconducting circuits have proven to serve as ideal test
beds to explore quantum dissipative phenomena such as
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macroscopic quantum tunneling (MQT) and underdamped
quantum phase diffusion (UQPD) [11–15], as well as
dephasing and decoherence phenomena [16,17]. Here,
we access the hitherto untouched QSM domain by inves-
tigating the current-voltage characteristics (IVC) of current-
biased small capacitance tunnel junctions in an ultralow
temperature scanning tunneling microscope (STM) [18]. Its
phase dynamics is equivalent to quantum diffusion along a
tilted washboard potential under strong damping, cf.
Fig. 1(b), referring to a low impedance environment with
Ohmic resistance Rdc much smaller than the quantum
resistance RQ ¼ h=4e2, i.e., ρ≡ Rdc=RQ ≪ 1 (e denotes
the elementary charge) [19,20]. Accessing the QSM regime
shown in Fig. 1(a) where OQPD can be observed requires
that the dimensionless friction η ¼ γ2=ω2

0 sufficiently
exceeds the dimensionless inverse temperature Θ ¼
γℏβ=ð2πÞ ≫ 1 [21]. Expressed in junction parameters this
corresponds to

η≡ EC

2π2ρ2EJ
≫ Θ≡ βEC

2π2ρ
≫ 1; ð1Þ

with charging energy EC, tunnel coupling EJ, and inverse
temperature β ¼ 1=kBT [20]. For a Cooper pair transfer, the
charging energy reads as EC ¼ ð2eÞ2=2CJ ¼ 2e2=CJ,
where CJ denotes the junction capacitance. The mechanical
damping parameter γ relates to the junction parameters as
γ ¼ ffiffiffi

η
p

ω0 ¼ EC=ℏπρ, with ω0 as the Josephson plasma

frequency ω0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eI0=ℏCJ

p

and the critical current I0 ¼
2eEJ=ℏ [20]. The condition in Eq. (1) is essentially always
fulfilled for small capacitance tunnel junctions operated at
milli-Kelvin temperatures in a low impedance environment
ρ ≪ 1 [22]. We note that previous STM studies success-
fully observed classical overdamped phase diffusion in the

CSM regime at Θ ≪ 1 [23,24], whose dynamics are
characterized by the McCumber parameter βC ¼ 1=η [25].
Theory.—The supercurrent through a superconducting

tunnel junction is determined by its phase dynamics accord-
ing to the first Josephson relation, IJ ¼ I0 sinðϕÞ. In the
QSM regime the diffusion of the phase ϕ occurs in a
washboard potential tilted by a bias current IB as depicted in
Fig. 1(b) [19,20]. Below the switching current IS, the phase
diffuses from one well to another due to the interplay of
thermal and quantum fluctuations, this way acquiring a finite
velocity _ϕ ≠ 0, cf. Fig. 1(b). According to Josephson’s
second relation, h _ϕi ¼ ð2e=ℏÞV, this velocity relates to a
measurable voltage drop across the junction. The corre-
sponding Cooper pair current takes the compact form

IQSMJ ¼ eρβπ
ℏ

ðE�
JÞ2

βeV
ðβeVÞ2 þ π2ρ2

; ð2Þ

with a renormalized tunnel coupling

E�
J ¼ EJρ

ρ

�

βEC

2π2

�

−ρ
e−ρc0 ; ð3Þ

where c0 ¼ 0.5772… denotes Euler’s constant [19,20]. The
above expression can be understood as the quantum gen-
eralization of the corresponding classical Smoluchowski
type of treatment for thermal phase diffusion, the
Ivanchenko-Z’ilberman approach [26], by replacing EJ with
its renormalized value E�

J. The explicit dependence of E
�
J on

EC in Eq. (3) reflects the impact of charge fluctuations on the
phase dynamics and thus, in the mechanical analogue, the
presence of momentum fluctuations in the overdamped
diffusion of position. The simultaneous interplay of classical
and quantum diffusion leading to Eq. (2), therefore, corre-
sponds to quantum Brownian motion dynamics. The physi-
cal interpretation is that quantum phase fluctuations close to
the top of the washboard potential barrier depicted in
Fig. 1(b) effectively reduce its height considerably [20].
One may see this effect as complementary to MQToccurring
at low temperatures and weak damping in the opposite
domain, EJ > EC [13–15].
As demonstrated theoretically, in the QSM regime

quantum phase fluctuations substantially reduce IS much
below I0 [19,20]. We employ this effect as an experimental
probe for the detection of OQPD and to distinguish it from
its classical counterpart.
Superconducting circuit.—The circuit diagram of our

experiment is depicted in Fig. 2(a). The atomic-scale tunnel
junction appears between a superconducting vanadium
STM tip and a superconducting vanadium (100) single
crystal surface, having a capacitance CJ on the order
of one femtofarad [22]. The junction and its direct
electromagnetic environment, ZðνÞ, are thermalized at the
base temperature of the dilution refrigerator STM, T ¼
15 mK [18]. A typical IVC measured at a normal state
conductivity GN ¼ 0.004G0 with G0 ¼ 1=ð2RQÞ is shown

FIG. 1. (a) Parameter diagram for the dynamics of overdamped
diffusion η ¼ γ2=ω2

0 > 1: The regime of OQPD (QSM) emerges
at lower temperatures from the CSM when the dimensionless
friction η sufficiently exceeds the dimensionless inverse temper-
ature Θ ¼ γℏβ=ð2πÞ ≫ 1. (b) The phase dynamics corresponds
to the dissipative quantum dynamics of a particle in a washboard
potential (grey solid), which appears as MQT for weak friction,
i.e., the tunneling of the phase wave function through the
potential wall (red wave package), and as OQPD in the QSM
domain, for which quantum fluctuations effectively reduce the
barrier height (blue solid). Classical phase diffusion at Θ ≪ 1 is
illustrated as the thermally activated escape of a particle (green
dot) over the potential barrier.
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in Fig. 2(b) and exhibits a well-developed superconducting
gap [27]. Details of the sample preparation and measure-
ment procedure can be found in Refs. [22,31], respectively.
We separate the time scales of biasing circuit τRC ≈ R0C0

and junction phase, τϕ ¼ 2π=ω0 ≈ 10−11 s, by using a large
shunt capacitor C0 ¼ 3 nF and load-line resistor of R0 ¼
3.5 kΩ and obtain τRC ≈ 10−5 ≫ τϕ [28,36]. Concerning
ZðνÞ, its dc part is dominated by the coupling of the
tunneling Cooper pairs to the electromagnetic vacuum in
the gap between tip and sample (tunnel barrier), the STM
being operated in ultrahigh vacuum. Thus, the vacuum
impedance Rdc ¼ Zðν → 0Þ ¼ 377 Ω determines the dc
impedance in the vicinity of the tunnel junction whereas the
resistance of the leads (transmission lines) is negligibly
small [22]. In this way we realize ρ ≪ 1 and as such the
strong damping at ω0. Additionally, we obtain an effective
dc impedance for low GHz frequencies by choosing an
STM tip of adequate length. This moves the tip resonance
modes in ZðνÞ to ν > 10 GHz, as is illustrated in Fig. 2(c)
[28] and we can apply Eq. (2) to describe IVC small
voltages around 0 in our experiment [37].
Results.—Figure 2(d) displays an IVC measured at

GN ¼ 0.074G0 to illustrate the general properties of our
setup. For increasing bias current starting from 0, the IVC
follows a phase diffusion branch at V ≠ 0, before switching

to a dissipative in-gap current at I ¼ IS. Owing to the large
source resistance, RB ¼ 1.33 GΩ, the circuit features an
almost horizontal load line [38]. For decreasing bias
currents starting from I > IS, the IVC follows the in-gap
current, which originates from lifetime effects of Cooper
pairs in the STM tip and incoherent Cooper pair tunneling
[28–30], before returning into the phase diffusion branch at
IR. The occurrence of a hysteretic IVC with IS ≫ IR
reflects the strong frequency dependent damping of our
circuit, which is similar to Refs. [39,40] yet exhibits strong
damping at ω0 due to ρ ≪ 1.
To determine the physical processes leading to the

phase diffusion branch in Fig. 2(d), we record a series
of IVCs measured at 13 different GN=G0 values, 0.05 <
GN=G0 < 0.3. Varying GN=G0 at fixed temperature pro-
vides us an ideal handle to tune η ∝ E−1

J ∝ G−1
N along a

vertical axis in the phase diagram in Fig. 1(a). In Fig. 3(a),
we present IVCs measured at different GN=G0 values and
focus on small voltages V < 30 μV for I > 0. Towards
higher GN=G0 values, we observe a nonlinear increase of
IS. This is illustrated in Fig. 3(b), where we plot the
extracted IS values as a function of GN=G0 and fit a
quadratic dependence IS ∝ G2

N , as predicted by Eq. (2).
Additionally, we find IS strongly reduced in comparison to
calculated critical current I0 ∝ GN values for all measure-
ments in Fig. 3(b) [22,31,41]. With thermal energy being
comparatively small EJβ ≥ 5 [22,31], classical thermally
activated phase diffusion cannot be the dominant process.
Instead, this strong reduction of IS and the IS ∝ G2

N scaling
indicate the major relevance of quantum effects for the
diffusion dynamics.
Similar behavior has been reported for underdamped

junctions in the regimeEC ≥ EJ, where diffusion was found
to be dominated by MQT of the phase, corresponding to
UQPD [42,43]. To quantify the relevance of MQT for
the diffusion dynamics in our experiment, we compare
the experimental zero bias resistance, RZB;exp with calcu-
lated values, RZB;MQT, as they would result from UQPD
[31,42,43]. As can be seen in Fig. 3(c), RZB;exp is quali-
tatively and quantitatively different from RZB;MQT. While
RZB;MQT tends to flatten out towards larger EC=EJ values,
RZB;exp fits very well to an ðEC=EJÞ2 scaling as predicted for
OQPD [19,20]. Hence, all our experimental findings sup-
port the major relevance of quantum fluctuations for the
diffusion dynamics as they appear in the OQPD regime.
To quantitatively analyze the experimental IVCs using

the OQPD model in Eq. (2), we determine the experimental
parameters by performing additional voltage-biased mea-
surements. Fitting these IVCs with PðEÞ theory [44,45],
we determine the T, EJ, EC, and Rdc values with high
precision, which are summarized in Table I; for details see
Ref. [31]. Owing to the small junction capacitance CJ,
thermally induced capacitive noise broadens the measured
IVCs. We account for this effect by convolving the
calculated IVC from Eq. (2) with a normalized Gaussian

FIG. 2. (a) Circuit diagram with the current source IB, the
source impedance RB, the load-line resistor and shunt capacitor
R0 and C0, respectively. The junction and its direct environment
thermalized at T ¼ 15 mK are highlighted by the blue box. I0
and CJ denote the junction element and capacitor, respectively,
and Z the environmental impedance. Right: Schematic represen-
tation of the STM tip on top of the reconstructed Vð100Þ surface
[22]. (b) IVC measured at GN ¼ 0.004G0. (c) Simulated real part
ℜ½ZðνÞ� of the environmental impedance [28]. (d) In-gap region
of an IVC from a current-biased measurement at GN ¼ 0.074G0.
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of width σ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

2EC=β
p

[22,46]. This enables us to calculate
IVCs by using the OQPD model in Eq. (2) without free
parameters for each GN=G0 value.
In Fig. 3(a), we compare experimental and calculated

IVCs at V < 30 μV. While we find excellent quantitative
agreement regarding IS for small GN=G0 values, we find the
zero bias resistance of the calculated curve, RZB;QSM to be
slightly larger than the experimental value, RZB;exp. By
contrast, considering the IVCs measured at high GN values,
we observe significant quantitative deviations in the current

amplitude between theory and experiment. We analyze those
deviations in the following in more detail and compare our
experimental data with a classical diffusion model.
Discussion.—We start our discussion by comparing IS

with the maximum of the calculated IVC, IQSMJ;max, as a
measure for the agreement between experiment and theory.
In Fig. 4(a), we plot their relative deviation ΔIQSM ¼
jIQSMJ;max − ISj=IQSMJ;max as a function of GN=G0. Furthermore,
we calculate the conditions for the QSM regime, Eq. (1), by
using the same set of parameters from the PðEÞ fits as
before. We obtainΘ ¼ 122 and plot the dependence of η=Θ
on GN=G0 in Fig. 4(a). At low conductivities, the condition
for QSM dynamics is fulfilled η=Θ > 5, explaining the
very good agreement between theory and experiment,
3% < ΔIQSM < 9%. By contrast, we find ΔIQSM > 12%

at high conductivities. In this regime, the condition for a
separation of time scales of position and momentum
dynamics is violated η=Θ ≈ 1, and the QSM equation is
not applicable. Regarding the slope of the phase diffusion
branch, we attribute the small deviations between RZB;exp

and RZB;QSM to small deviations of ZðνÞ from perfect
dc behavior required for the derivation of Eq. (2), cf.
Fig. 2(c). It appears less likely that theory overestimates
the influence of quantum fluctuations. While this would
explain RZB;QSM > RZB;exp, it reduces IQSMJ;max at the same
time, which contradicts our data.
Additionally, we compare our experimental data with the

classical Ivanchenko-Zil’berman model (CIZ), in which
phase diffusion only occurs via thermally activated escape
over the washboard potential barrier, displaying classical
Brownian motion dynamics, cf. Fig. 1(b) [26,47]. We
present an experimental IVC together with a calculated
IVC using the CIZ model and the same parameter set
from PðEÞ theory as before in Fig. 4(b). As can be seen,
theory based on classical diffusion largely overestimates
the experimental switching current. This observation
underlines the high relevance of quantum fluctuations,

FIG. 3. (a) Experimental (red dots) and calculated (dashed
lines) IVCs at indicated values of GN=G0. The deviation between
IS and IQSMJ;max is highlighted via the grey bars. (b) Top: Calculated
I0 (open circles) and linear fit (dashed line) as a function of
GN=G0. Bottom: Experimental, IS (open triangles), and calcu-
lated switching current, IQSMJ;max (open squares), as well as a
quadratic fit (dashed line) as a function of GN=G0. Error bars
are contained within the symbols. (c) Experimental (Exp, open
circles) and calculated from MQT (Calc, plus signs) zero bias
resistance as well as a square fit to the experimental data (Fit,
dashed line) as a function of EC=EJ .

TABLE I. Mixing chamber temperature TMC, environmental dc
impedance Rdc, as well as the fitted temperature T, charging
energy EC, and tunnel coupling EJ obtained from PðEÞ fits, cf.,
Ref. [31].

Experiment PðEÞ fits
TMC (mK) Rdc (Ω) T (mK) EC (μeV) EJ (μeV)
15 377 20.8� 0.2 252� 3 5.6� 0.3…31� 1.6

FIG. 4. (a) Relative deviation between theoretical and exper-
imental current maxima ΔIQSM and ratio η=Θ as a function of
GN=G0. The QSM regime boundary is marked as a dashed line at
η=Θ ¼ 1. (b) Comparison between experimental (dots) and
calculated IVC (dashed line) from the purely classical CIZ model
at GN ¼ 0.051G0.
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significantly reducing the washboard potential barrier
height and thus IS in comparison to purely classical thermal
phase diffusion.
Conclusion.—We studied the dynamics of a quantum

system for which the system-bath interaction represents the
leading energy scale (QSM regime). For this purpose, we
investigated the phase dynamics of a small-capacitance
Josephson junction in a STM placed in a low impedance
environment at ultralow temperatures by means of current-
biased experiments. Experimental current-voltage charac-
teristics can be described by using a OQPD model with
high accuracy in agreement with theoretical predictions.
This in turn reveals that quantum systems in the QSM
regime exhibit quasiclassical dynamics with significant
quantum-mechanical corrections in leading order that is
quantum Brownian motion [6]. Our analysis complements
extensive studies on underdamped systems, where phe-
nomena such as quantum tunneling occur [14,15]. While
these processes are suppressed at strong dissipation, the
impact of quantum fluctuations induced by the system-
reservoir coupling is substantial in this regime. In addition,
our study demonstrates the unique potential of ultralow
temperature STM to address questions in the field of
mesoscopic transport and quantum statistics. We envision
that future experiments should reveal the temperature-
dependent transition from QSM to CSM dynamics.
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