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We compute the transient dynamics of phonons in contactwith high energy “hot” charge carriers in 12 polar
and nonpolar semiconductors, using a first-principlesBoltzmann transport framework. Formostmaterials, we
find that the decay in electronic temperature departs significantly from a single-exponential model at times
ranging from 1 to 15 ps after electronic excitation, a phenomenon concomitant with the appearance of
nonthermal vibrational modes. We demonstrate that these effects result from slow thermalization within
the phonon subsystem, caused by the large heterogeneity in the time scales of electron-phonon and phonon-
phonon interactions in these materials. We propose a generalized two-temperature model accounting for
phonon thermalization as a limiting step of electron-phonon thermalization, which captures the full thermal
relaxation of hot electrons and holes in semiconductors. A direct consequence of our findings is that, for
semiconductors, information about the spectral distribution of electron-phonon and phonon-phonon coupling
can be extracted from the multiexponential behavior of the electronic temperature.
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Following the seminal works of Kaganov et al. [1] and
Allen [2], the thermalization of a system of highly energetic
charge carriers with a lattice is frequently understood as an
electron-phonon mediated, temperature equilibration proc-
ess with a single characteristic time scale τel-ph. Such a
description, referred to as the two-temperature (2T) model,
relies on the central assumption that both electrons and
phonons remain in distinct thermal equilibria and can
therefore be described by time-dependent temperatures
TelðtÞ and TphðtÞ during the thermal equilibration process.
In metals, due to the relative homogeneity of the electron-
phonon interactions and the rates of thermalization within
the electronic and phononic subsystems, the hypothesis of
subsystem-wide thermal equilibrium is generally accurate,
and the 2T model has been successful in modeling ultrafast
laser heating [3–5], despite some notable deviations from
the 2T predictions in graphene and aluminum [6–8]. In
semiconductors, the highly heterogeneous electron-phonon
interactions (e.g., in polar semiconductors with Fröhlich
interactions [9]) and, in some cases, the higher lattice
thermal conductivity in comparison to metals weaken the
hypothesis of a thermalized phononic subsystem [10,11],
hence calling for the reexamination of the 2T physical
picture in semiconductors.
In this context, the advent of first-principles techniques

able to predict the mode- and energy-resolved electron-
phonon [12–14] and phonon-phonon interactions [15,16]
provides an important opportunity: In their modern imple-
mentations [13,16,17], these methods have been able to
predict lattice thermal conductivities [18–21], the temper-
ature and pressure dependence of the electronic band gap
[22–28], electrical conductivities [29,30], and hot carrier
dynamics [31,32]. However, to the best of our knowledge
and despite these early successes, these approaches have

yet to be applied to the computation of electron-induced,
nonequilibrium phonon distributions and their effects on
thermal relaxation of electrons.
In this work, we combine first-principles calculations

of electron-phonon and third-order phonon-phonon inter-
actions within the semiclassical Boltzmann transport equa-
tion (BTE) for predicting the joint time evolution of
electron and phonon populations after hot carrier excita-
tion. For 12 polar and nonpolar cubic semiconductors, we
show that the resulting phonon and electron dynamics
departs qualitatively from the 2T physical picture over time
scales of 1–15 ps after excitation. We demonstrate that this
disagreement stems from the breakdown of the hypothesis
of thermal equilibrium within the lattice subsystem, caused
by the wide range of time scales associated with electron-
phonon and phonon-phonon interactions in these systems.
We generalize the 2T model of Allen to account for slow
phonon thermalization as a limiting step of electron-phonon
thermalization, show that our generalized 2T model captures
the transient dynamics for all compounds, and discuss its
implication for time-resolved spectroscopy experiments. We
anticipate our findings to apply to any material with broad
spectral distributions of electron-phonon interactions (includ-
ing, but not limited to polar materials) and weak phonon-
phonon interactions (in comparison to bulk metals).
We compute the mode- and time-resolved phonon

occupation function nq;νðtÞ in the presence of an electron
occupation function fnkðtÞ solving a coupled system of
equations parametrized using density functional theory
(DFT)-based approaches. The time evolution of the
phonon occupation function is obtained by solving
the BTE: dnqνðtÞ=dt ¼ ½∂nqνðtÞ=∂t�ep½nqνðtÞ; fnkðtÞ� þ
½∂nqνðtÞ=∂t�pp½nqνðtÞ�, where the drift term has been
neglected due to the lack of spatial temperature gradient,
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and ½…� indicates the functional dependence. The two
terms on the right denote the time-dependent scattering
potentials due to electron-phonon (EPI) and phonon-
phonon interactions (PPI), both computed using first-
principles methods, as detailed below. Importantly, we
make the assumption that charge carriers are in thermal
equilibrium and that fnkðtÞ can be approximated by a time-
dependent Fermi-Dirac function centered near the top of
the valence band for holes and near the bottom of the
conduction band for electrons at the temperature TelðtÞ.
Depending on the material and the nature of charge carriers,
the time scale of the phonon-mediated carrier thermal-
ization to the band edges was found to range from 0.1 to
1 ps [31,33], which also corresponds to limits of validity of
the semiclassical description. Hence, we expect our sim-
ulation method and the approximation of fnkðtÞ to be
quantitative at subsequent times.
Specifically, we define the EPI scattering potential as an

explicit functional of the phonon and electron occupa-
tion functions at time t, and compute it using Fermi’s
golden rule: ½∂nqνðtÞ=∂t�ep ¼ ð4π=ℏÞPk;m;njgqνðmkþ q;

nkÞj2MmnνkqðtÞ, in which jgqνðmkþ q; nkÞj is the time-
independent electron-phonon matrix element involving
electronic states jnki and jmkþ qi and vibrational state
jqνi evaluated using Wannier interpolation with the EPW

code [13]. MmnνkqðtÞ is the time-dependent joint density
of states computed from nqνðtÞ, fnkðtÞ, fmkþqðtÞ, and the
electron and phonon spectral densities (detailed formulas
are given in Supplemental Material [34]). Similarly, we
evaluate the scattering caused by PPI ½∂nqνðtÞ=∂t�pp from
Fermi’s golden rule, using the time-independent 3-phonon
scattering matrix elements jΨνν0ν00

qq0q�q0þGj2 computed with
DFT [15] and the time-dependent density of final states
computed from nq;νðtÞ, nq0;ν0 ðtÞ, nq�q0;ν00 ðtÞ. At each time
step, the net energy transfer Qep between electrons and
phonons is computed and a new electronic temperature is
derived as Telðtþ ΔtÞ ¼ TelðtÞ −QepðtÞ=CelðTelÞ where
CelðTelÞ is the instantaneous electronic heat capacity at
temperature Tel. The BTE is solved for 48000 phonon
modes using an explicit time-stepping scheme with a time
step of 0.5 fs and a total simulation time of 25 ps for 12
cubic semiconducting compounds (BN, BP, BAs, BSb,
AlP, AlAs, AlSb, GaN, GaP, GaAs, diamond, and Si). All
the simulations discussed below were initialized with a
Bose-Einstein distribution of phonons at 300 K and a
Fermi-Dirac distribution of electrons at 3000 K with the
Fermi level set at 0.3 eV below the valence band maximum
(other choices of initial temperatures and Fermi energies
are shown to lead to similar conclusions in Supplemental
Material [34]).
The electronic structure was computed with DFT in the

local density approximation, using norm-conserving pseu-
dopotentials, a 10 × 10 × 10 k grid and the Quantum
Espresso package [38]. The phonon dispersion was

computed using density functional perturbation theory
[39] and a 5 × 5 × 5 q grid. Third-order force constants
were computed in real space using finite differences on a
6 × 6 × 6 supercell [40] and Fourier transformed to obtain
phonon-phonon interaction matrix elements jΨνν0ν00

qq0q�q0þGj2
on a 20 × 20 × 20 q grid [41]. The present approach
neglects the temperature dependence of the third-order
force constants [42,43], as this simplification has been
shown to accurately predict the temperature-dependent
lattice thermal conductivity for cubic semiconductors
[19,41,44,45]. Electron-phonon interactions were evalu-
ated on 20 × 20 × 20 and 40 × 40 × 40 grids for phonons
and electrons, respectively. Convergence studies are pro-
vided in Supplemental Material [34].
In Fig. 1, we show the time-dependent phonon occupa-

tions along high symmetry directions of the Brillouin zone
for BN and BAs (snapshots for all materials can be found in
Supplemental Material [34]). At short times t < 1 ps, the
electronic energy is transferred to long-wavelength optical
phonons, an effect originating from the larger electron-
phonon scattering phase space associated with low-
momentum phonons near the top (bottom) of the valence
(conduction) bands in all 12 compounds, and further
magnified by the 1=q divergence in the Fröhlich coupling
in polar semiconductors [9,46]. Accordingly, we observe
that more energy is transferred to the LO and TO modes
of BN than to the modes of BAs, as expected from the
Born effective charges (1.86 for BN vs 0.56 for BAs) and
polarity, which also lead to a larger electron-phonon
coupling and LO-TO splitting. Surprisingly, these hot
phonon modes are found for all compounds to achieve
near-thermal equilibrium with the electrons rather than with
the rest of the phonons, a strong departure from the
hypothesis of thermal equilibrium among phonons. At
longer times, 1 < t < 10 ps, long-wavelength LO and
TO phonons in BN remain in near-thermal equilibrium
with electrons, while transferring their energy to acoustic
modes via 3-phonon processes, through Klemens (decay to
two acoustic phonons) [47] and Ridley (decay to one
optical and one acoustic phonons) mechanisms [48]. The
“hot phonon” cooling in BAs is slower in comparison to
BN as the large acoustic-optical phonon band gap [19,49]
(originating from the mass mismatch) truncates the
Klemens scattering phase space, while the Ridley decay
is reduced by the small LO-TO splitting. Near thermal-
ization within the phonon subsystem (and, concomitantly,
between electrons and phonons) is achieved in BN at
t≃ 25 ps, with an electronic temperature 50 K away from
the average lattice temperature Tph ¼ 380 K. In stark
contrast to BN, for BAs both electrons (602 K) and hot
phonons remain in near equilibrium with each other, but
far from the average lattice temperature Tph ¼ 344 K.
Importantly, the same two trends are observed for all
simulated materials: (1) electrons first achieve near thermal
equilibrium with a small number of high energy phonon
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modes; (2) full electron-lattice thermalization and intra-
phonon thermalization are always achieved simultane-
ously; both trends imply that electron cooling is limited
by thermalization within the phonon subsystem.
Further illustrating the nonequilibrium among phonon

modes, we see in Fig. 2 that the agreement between the
BTE simulation and a 2T model parametrized from first
principles (see Supplemental Material [34] for details) is
good at times t < 0.05 ps and t < 0.2 ps for BN and BAs,
respectively, but quickly deteriorates afterwards. For all
compounds, the 2T model predicts a thermalization process
that is at least an order of magnitude faster than that
observed in the full BTE simulation, proving that electronic
cooling becomes limited by another mechanism, not
accounted for in the 2T model [50].
To test our hypothesis of a phonon thermalization limited

process, we perform a constrained simulation of electron
cooling in which the phonons are partitioned into multiple
subspaces defined by the strength ηqν of their interactions
with electrons and phonons,

ηqν ¼ ℏωqν

�X
k;m;n

jgqνðmkþ q; nkÞj2δqν;mnk

þ
Xηq0ν0>ηqν

q0ν0;q00ν00
jΨνν0ν00

qq0q�q0þGj2δqν;q0ν0;q00ν00
�
; ð1Þ

where the terms on the right approximate the scattering
due to EPI and PPI for each mode jqνi (the PPI term only
includes modes with a larger interaction strength and is
computed self-consistently). δqν;mnk and δqν;q0ν0;q00ν00 are
energy conservation delta functions for electron-phonon
and phonon-phonon scattering, respectively. The phonon
modes in the largest ηqν subspace [51] are a small subset

[see Figs. 2(c) and 2(d)] of the total number of phonons and
primarily consist of long-wavelength optical phonons with
strong electron-phonon interaction [34]. At time t ¼ 0,
only the modes belonging to the subspace with the largest
ηqν are allowed to interact with electrons until thermal-
ization. Upon thermalization of the first subspace, the next

FIG. 2. Electronic and lattice temperatures in BN (a) and BAs
(b) obtained from the 2T model, BTE, and a constrained
“successive thermalization” (ST) simulation using the 2T model
on a subset of phonons (see the main text). The red squares
indicate the times (and corresponding equilibration temperatures)
at which subspace thermalization is achieved and a new set of
modes is introduced in the ST simulation. Histograms of the
distribution of interaction strength ηqν [Eq. (1)] for BN (c) and
BAs (d) show the partition scheme and the phonons included in
the ST simulation at t ¼ 1 ps. Phonon modes I are the phonons
thermalized with electrons, II are the phonons undergoing
thermalization, and III are the phonons noninteracting with
electrons.

FIG. 1. Temperature maps of phonon modes in cubic boron nitride (BN, top row) and boron arsenide (BAs, bottom row) along the
L-Γ-X directions as a function of time starting from a hot equilibrium electron distribution at 3000 K. In each panel, the phonon modes
with the highest temperature are observed to be nearly in equilibrium with electrons (temperature color bar is saturated for T > 1000 K).
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subspace is introduced in the simulation along with the
thermalized system of electrons and the first subspace. This
constrained ST process continues until all modes are
included [52]. As shown in Fig. 2 and Supplemental
Material [34], this constrained ST simulation achieves
quantitative agreement at all times for all materials con-
sidered, validating our central finding: Electron cooling in
semiconductors is limited by intraphonon thermalization,
a direct consequence of the orders-of-magnitude hetero-
geneities in the mode-dependent electron-phonon inter-
actions and slow phonon thermalization.
We conclude this work by proposing a simple generali-

zation of the 2T model based on these findings, and discuss
its consequences in interpreting material properties mea-
sured by the time-resolved decay of the electronic temper-
ature [53,54]. We start by partitioning the system in an
analogous way to our ST simulation, i.e., with three
subsystems well described by a subsystem-wide temper-
ature: (I) a system containing electrons and phonons fully
thermalized with each other [by definition, TIðtÞ ¼ TelðtÞ],
(II) phonon modes in contact with electrons and/or phonons
of system (I) (in the process of being thermalized) at
temperature Tphðt ¼ 0Þ < TIIðtÞ < TelðtÞ, and (III) “cold”
phonons not in contact with (I) [TIIIðtÞ ¼ Tphðt ¼ 0Þ]. In
this generalized partition scheme, the 2T model is strictly
recovered by setting ðIÞ ¼ felg, ðIIÞ ¼ fphg, and
ðIIIÞ ¼ ∅. As more modes become thermalized with
electrons as a function of time, the long-time electron-
phonon thermalization can be understood as system (I)
absorbing systems (II) and (III). Hence, the heat capacity of
(I) becomes time dependent with CIðtÞ increasing from
CIðt ¼ 0Þ ¼ Cel to CIðt → ∞Þ ¼ Cel þ Cph (temperature
dependences were omitted for simplicity of notation). Such
time-dependent heat capacity CIðtÞ can be understood as an
accumulation function of the phonons over the time scales
of their interactions. CIðtÞ can be computed heuristically
by defining an effective mode-dependent thermalization
time tqν (that we set to the relaxation time) and CIðtÞ ¼P

qνCqνΘðt − tqνÞ where ΘðtÞ is the Heaviside function.
Similarly, the electron-phonon coupling accumulation
can be defined as GepðtÞ ¼

P
qνGep;qνΘðt − tqνÞ (see

Supplemental Material [34] for definitions of tqν, Cqν,
Gep;qν and their values for all compounds). Noteworthily,
for materials with large heterogeneities in their mode-
dependent electron-phonon coupling Gep;qν, these two
accumulation functions have very different time depend-
ences: as seen in Figs. 3(b) and 3(d),GepðtÞ reaches 50% of
its total value 1–1000 times faster than CIðtÞ.
At short times [comparable to the time of accumulation

of GepðtÞ], the observed electronic temperature decay rate
given by this generalized 2T model can be approximated by
GI-II=CI ≃Gepðt → ∞Þ=Cel, i.e., the decay rate predicted
by a “standard” 2T model. Correspondingly, in Fig. 3(c),
we observe an excellent correlation between the initial

decay rate and the electron-phonon coupling strength
predicted directly from first principles for all compounds
considered in this work—indicating that, at short time,
the determination of the single-exponential decay of the
electronic temperature yields the total electron-phonon
coupling. At longer times, the decay rate of the electronic
temperatureGI-II=CI is reduced by the accumulation of heat
capacity in I, as CI ≫ Cel. As shown in Fig. 3(d), the
reduction of the decay rate for all compounds shows a good
correlation with the disparity of time scales between CIðtÞ
and GepðtÞ, suggesting that a measurement of the electronic
temperature decay across time scales in semiconductors
would yield both the total electron-phonon coupling coef-
ficient and information about the distribution of phonon
interaction strength (and its heterogeneity) in a given
material. Interestingly, as the phonon interaction strength
involves both EPI and PPI [see Eq. (1)], the time dependence
of the decay rates is particularly important for materials with
very heterogeneous EPI (diamond, BN, and GaN), and large
phonon band gaps (BAs and BSb), and vanishes for nearly
homogeneous EPI (e.g., GaAs [32]).
In conclusion, we have demonstrated that electron

cooling in semiconductors is limited by intraphonon
thermalization at time scales on the order of 1–20 ps.
We have proposed a generalized two-temperature model
accounting for this effect, and shown that such a model can
be used to extract information from the measurement of the
electronic temperature about both the total electron-phonon

FIG. 3. (a) Electronic temperature decay in BAs along with the
decay rates at short (α) and long (β) time instants. (b) Accumu-
lation of lattice heat capacity CIðtÞ at Tph ¼ 300 K and electron-
phonon coupling GepðtÞ at Tel ¼ 3000 K and Tph ¼ 300 K, as a
function of phonon thermalization time scale in BAs. (c) Com-
parison of electron-phonon coupling coefficient obtained from
the decay rate of electronic temperature at t → 0 and directly
from DFT for all 12 semiconductors considered in this work.
(d) Comparison of the ratio between initial and long-time decay
rates with the ratio of time scales of heat capacity and electron-
phonon coupling accumulation for all compounds considered in
this work.
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coupling and the distribution of electron-phonon and
phonon-phonon interactions. More generally, we expect
the phonon-limited thermalization identified in this work to
have consequences for both heat and electron transport,
fields in which long-lasting nonequilibrium phonon dis-
tributions have been shown to impact spectroscopic mea-
surements [6,7], current-voltage characteristics [55], and
hot electron lifetimes [56,57]. Specifically, our work offers
a direct estimate of the time scales at which equilibrium
models become quantitative in the presence of hot electrons
(and their relationship to materials properties), and, via the
tunability of the phonon interaction strength, new pathways
to control the time scales of electronic energy dissipation.

Use of the Center for Nanoscale Materials, an Office
of Science user facility, was supported by the U.S.
Department of Energy, Office of Science, Office of
Basic Energy Sciences, under Contract No. DE-AC02-
06CH11357. This material is based upon work supported
by Laboratory Directed Research and Development
(LDRD) funding from Argonne National Laboratory. We
gratefully acknowledge the computing resources provided
on Blues, a high-performance computing cluster operated
by the Laboratory Computing Resource Center at Argonne
National Laboratory. We thank Stephen Gray, Richard
Schaller, and Yi Xia for fruitful discussions.

*sadasivam@anl.gov
†pdarancet@anl.gov

[1] M. Kaganov, I. Lifshitz, and L. Tanatarov, Sov. Phys. JETP
4, 173 (1957).

[2] P. B. Allen, Phys. Rev. Lett. 59, 1460 (1987).
[3] T. Qiu and C. Tien, Int. J. Heat Mass Transfer 35, 719

(1992).
[4] C. Tien and T. Qiu, J. Heat Transfer 115, 835 (1993).
[5] D. S. Ivanov and L. V. Zhigilei, Phys. Rev. B 68, 064114

(2003).
[6] A. K. Vallabhaneni, D. Singh, H. Bao, J. Murthy, and

X. Ruan, Phys. Rev. B 93, 125432 (2016).
[7] S. Sullivan, A. Vallabhaneni, I. Kholmanov, X. Ruan, J.

Murthy, and L. Shi, Nano Lett. 17, 2049 (2017).
[8] L. Waldecker, R. Bertoni, R. Ernstorfer, and J. Vorberger,

Phys. Rev. X 6, 021003 (2016).
[9] H. Fröhlich, Adv. Phys. 3, 325 (1954).

[10] J.-A. Yang, S. Parham, D. Dessau, and D. Reznik, Sci. Rep.
7, 40876 (2017).

[11] L. Waldecker, R. Bertoni, H. Hübener, T. Brumme, T.
Vasileiadis, D. Zahn, A. Rubio, and R. Ernstorfer, Phys.
Rev. Lett. 119, 036803 (2017).

[12] F. Giustino, Rev. Mod. Phys. 89, 015003 (2017).
[13] S. Poncé, E. R. Margine, C. Verdi, and F. Giustino, Comput.

Phys. Commun. 209, 116 (2016).
[14] M. J. Verstraete, J. Phys. Condens. Matter 25, 136001

(2013).
[15] K. Esfarjani and H. T. Stokes, Phys. Rev. B 77, 144112

(2008).

[16] A. Togo, L. Chaput, and I. Tanaka, Phys. Rev. B 91, 094306
(2015).

[17] W. Li, J. Carrete, N. A. Katcho, and N. Mingo, Comput.
Phys. Commun. 185, 1747 (2014).

[18] J. Garg, N. Bonini, B. Kozinsky, and N. Marzari, Phys. Rev.
Lett. 106, 045901 (2011).

[19] L. Lindsay, D. A. Broido, and T. L. Reinecke, Phys. Rev.
Lett. 111, 025901 (2013).

[20] A. H. Romero, E. K. U. Gross, M. J. Verstraete, and O.
Hellman, Phys. Rev. B 91, 214310 (2015).

[21] B. Liao, B. Qiu, J. Zhou, S. Huberman, K. Esfarjani, and
G. Chen, Phys. Rev. Lett. 114, 115901 (2015).

[22] J. Noffsinger, E. Kioupakis, C. G. Van de Walle, S. G.
Louie, and M. L. Cohen, Phys. Rev. Lett. 108, 167402
(2012).

[23] G. Antonius, S. Poncé, P. Boulanger, M. Côté, and X.
Gonze, Phys. Rev. Lett. 112, 215501 (2014).

[24] H. Kawai, K. Yamashita, E. Cannuccia, and A. Marini,
Phys. Rev. B 89, 085202 (2014).

[25] B. Monserrat, N. D. Drummond, C. J. Pickard, and R. J.
Needs, Phys. Rev. Lett. 112, 055504 (2014).

[26] F. Giustino, S. G. Louie, and M. L. Cohen, Phys. Rev. Lett.
105, 265501 (2010).

[27] G. Antonius and S. G. Louie, Phys. Rev. Lett. 117, 246401
(2016).

[28] B. Monserrat and D. Vanderbilt, Phys. Rev. Lett. 117,
226801 (2016).

[29] C.-H. Park, N. Bonini, T. Sohier, G. Samsonidze, B.
Kozinsky, M. Calandra, F. Mauri, and N. Marzari, Nano
Lett. 14, 1113 (2014).

[30] T.-H. Liu, J. Zhou, B. Liao, D. J. Singh, and G. Chen, Phys.
Rev. B 95, 075206 (2017).

[31] M. Bernardi, D. Vigil-Fowler, J. Lischner, J. B. Neaton, and
S. G. Louie, Phys. Rev. Lett. 112, 257402 (2014).

[32] M. Bernardi, D. Vigil-Fowler, C. S. Ong, J. B. Neaton, and
S. G. Louie, Proc. Natl. Acad. Sci. U.S.A. 112, 5291 (2015).

[33] V. A. Jhalani, J.-J. Zhou, and M. Bernardi, Nano Lett. 17,
5012 (2017).

[34] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.119.136602, which in-
cludes Refs. [35–37], for distributions of ηqν for all 12
semiconductors considered in this study along with infor-
mation on the average momentum of phonons within each
subset.

[35] J. H. Lloyd-Williams and B. Monserrat, Phys. Rev. B 92,
184301 (2015).

[36] F. Nava, C. Canali, C. Jacoboni, L. Reggiani, and S. Kozlov,
Solid State Commun. 33, 475 (1980).

[37] Y. Ma, J. S. Tse, T. Cui, D. D. Klug, L. Zhang, Y. Xie, Y.
Niu, and G. Zou, Phys. Rev. B 72, 014306 (2005).

[38] P. Giannozzi et al., J. Phys. Condens. Matter 21, 395502
(2009).

[39] S. Baroni, S. De Gironcoli, A. Dal Corso, and P. Giannozzi,
Rev. Mod. Phys. 73, 515 (2001).

[40] Decay of real-space third-order force constants for all 12
semiconductors is provided in Supplemental Material.

[41] L. Lindsay, D. A. Broido, and T. L. Reinecke, Phys. Rev.
Lett. 109, 095901 (2012).

[42] O. Hellman, I. A. Abrikosov, and S. I. Simak, Phys. Rev. B
84, 180301 (2011).

PRL 119, 136602 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

29 SEPTEMBER 2017

136602-5

https://doi.org/10.1103/PhysRevLett.59.1460
https://doi.org/10.1016/0017-9310(92)90131-B
https://doi.org/10.1016/0017-9310(92)90131-B
https://doi.org/10.1115/1.2911377
https://doi.org/10.1103/PhysRevB.68.064114
https://doi.org/10.1103/PhysRevB.68.064114
https://doi.org/10.1103/PhysRevB.93.125432
https://doi.org/10.1021/acs.nanolett.7b00110
https://doi.org/10.1103/PhysRevX.6.021003
https://doi.org/10.1080/00018735400101213
https://doi.org/10.1038/srep40876
https://doi.org/10.1038/srep40876
https://doi.org/10.1103/PhysRevLett.119.036803
https://doi.org/10.1103/PhysRevLett.119.036803
https://doi.org/10.1103/RevModPhys.89.015003
https://doi.org/10.1016/j.cpc.2016.07.028
https://doi.org/10.1016/j.cpc.2016.07.028
https://doi.org/10.1088/0953-8984/25/13/136001
https://doi.org/10.1088/0953-8984/25/13/136001
https://doi.org/10.1103/PhysRevB.77.144112
https://doi.org/10.1103/PhysRevB.77.144112
https://doi.org/10.1103/PhysRevB.91.094306
https://doi.org/10.1103/PhysRevB.91.094306
https://doi.org/10.1016/j.cpc.2014.02.015
https://doi.org/10.1016/j.cpc.2014.02.015
https://doi.org/10.1103/PhysRevLett.106.045901
https://doi.org/10.1103/PhysRevLett.106.045901
https://doi.org/10.1103/PhysRevLett.111.025901
https://doi.org/10.1103/PhysRevLett.111.025901
https://doi.org/10.1103/PhysRevB.91.214310
https://doi.org/10.1103/PhysRevLett.114.115901
https://doi.org/10.1103/PhysRevLett.108.167402
https://doi.org/10.1103/PhysRevLett.108.167402
https://doi.org/10.1103/PhysRevLett.112.215501
https://doi.org/10.1103/PhysRevB.89.085202
https://doi.org/10.1103/PhysRevLett.112.055504
https://doi.org/10.1103/PhysRevLett.105.265501
https://doi.org/10.1103/PhysRevLett.105.265501
https://doi.org/10.1103/PhysRevLett.117.246401
https://doi.org/10.1103/PhysRevLett.117.246401
https://doi.org/10.1103/PhysRevLett.117.226801
https://doi.org/10.1103/PhysRevLett.117.226801
https://doi.org/10.1021/nl402696q
https://doi.org/10.1021/nl402696q
https://doi.org/10.1103/PhysRevB.95.075206
https://doi.org/10.1103/PhysRevB.95.075206
https://doi.org/10.1103/PhysRevLett.112.257402
https://doi.org/10.1073/pnas.1419446112
https://doi.org/10.1021/acs.nanolett.7b02212
https://doi.org/10.1021/acs.nanolett.7b02212
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.136602
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.136602
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.136602
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.136602
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.136602
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.136602
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.136602
https://doi.org/10.1103/PhysRevB.92.184301
https://doi.org/10.1103/PhysRevB.92.184301
https://doi.org/10.1016/0038-1098(80)90447-0
https://doi.org/10.1103/PhysRevB.72.014306
https://doi.org/10.1088/0953-8984/21/39/395502
https://doi.org/10.1088/0953-8984/21/39/395502
https://doi.org/10.1103/RevModPhys.73.515
https://doi.org/10.1103/PhysRevLett.109.095901
https://doi.org/10.1103/PhysRevLett.109.095901
https://doi.org/10.1103/PhysRevB.84.180301
https://doi.org/10.1103/PhysRevB.84.180301


[43] O. Hellman, P. Steneteg, I. A. Abrikosov, and S. I. Simak,
Phys. Rev. B 87, 104111 (2013).

[44] F. Zhou, W. Nielson, Y. Xia, and V. Ozoliņš, Phys. Rev. Lett.
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