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Magneto-optical Kerr effect (MOKE) microscopy measurements of magnetic bubble domains
demonstrate that Arþ irradiation around 100 eV can tune the Dzyaloshinskii-Moriya interaction (DMI)
in Pt=Co=Pt trilayers. Varying the irradiation energy and dose changes the DMI sign and magnitude
separately from the magnetic anisotropy, allowing tuning of the DMI while holding the coercive field
constant. This simultaneous control emphasizes the different physical origins of these effects. To accurately
measure the DMI, we propose and apply a physical model for a poorly understood peak in domain wall
velocity at zero in-plane field. The ability to tune the DMI with the spatial resolution of the Arþ irradiation
enables new fundamental investigations and technological applications of chiral nanomagnetics.
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The Dzyaloshinskii-Moriya interaction (DMI) is a chiral
energy term leading to interesting nanoscale magnetic
phenomena [1–4]. Examples include Skyrmions [5–10],
domain wall motion [11–15], helical spin textures [16,17],
and spin-orbit torque magnetization switching [18–20].
However, such phenomena depend on a combination of
the DMI and nonchiral magnetic effects such as anisotropy
[21–23], Zeeman energy [4,24,25], and dipolar interaction
[26–28]. While previous studies have demonstrated several
methods for controlling the DMI [29–32], these also lead to
variations in magnetic anisotropy and exchange interaction,
making it difficult to reach a specific location in the phase
space of micromagnetic energy parameters. Furthermore,
these methods cannot be applied to different regions of the
same sample, requiring separate samples to vary the DMI.
Addressing these limitations, we demonstrate postgrowth
Arþ irradiation around 100 eVas a method to tune the sign
andmagnitude of theDMI, separately from the coercive field
μ0Hc, in a single trilayer of Pt=Co=Pt, a model nano-
magnetic system with perpendicular interfacial anisotropy.
First, we report the sample growth and Arþ irradiation

procedures that we use to tune the properties of the trilayer.
Then, we describe the magneto-optical Kerr effect (MOKE)
microscopy technique that we use to measure domain wall
motion and infer the effective DMI field μ0HDMI in the
trilayer. Some of our data sets show a previously observed
but unexplained peak in domain wall velocity at zero in-
plane field, for which we propose a physical model. We fit
our data with this model and demonstrate that we can
simultaneously control μ0HDMI and μ0Hc by varying the
energy and dose of Arþ irradiation, enabling us to imple-
ment arbitrary combinations of these magnetic parameters.
Last, we attribute the separate tuning of μ0HDMI and μ0Hc

[33–36] to the distinct effects of etching the top Pt layer and
modifying the disorder of the Co=Pt interfaces by Arþ
irradiation.
We study a single trilayer of Ptð35 nmÞ=Coð0.8 nmÞ=

Ptð1.7 nmÞ that we sputter on a p-type silicon wafer
(Supplemental Material S1 [37]). We use a shadow mask
to irradiate the trilayer with a spatially varying dose of Arþ at
a range of energies EArþ from 50 eV to 140 eV in increments
of 5 eV, and then remove the sample from vacuum for
measurement in air. The irradiation reduces the as-grown
value of μ0Hc ≈ 80 mT to values ranging to 0 mT where
spontaneous domain fluctuations [38] and a spin reorienta-
tion transition [35] occur. For this trilayer and these energies,
the spin reorientation transition occurs with Arþ doses of
approximately 2 × 1015 cm−2 to 2 × 1016 cm−2.
We measure the DMI of different regions of this trilayer

using MOKE microscopy of the expansion of magnetic
bubble domains with applied out-of-plane and in-plane
fields Bz and By. In this technique, Bz creates and expands
bubbles while the DMI and By lead to asymmetry of this
expansion [Fig. 1(a)] by modifying the energy of the Néel
walls surrounding the bubbles [29,39,40]. For example, the
left side of the left bubble in Fig. 1(a) expands faster in the
direction of By because this Néel wall has a lower energy
due to By, corresponding to μ0HDMI > 0 mT. Building on
the earlier reports, we pulse Bz to generate and annihilate
magnetic bubbles at a repetition frequency of 50 Hz to
150 Hz, which is higher than the imaging frequency of
10 Hz. Therefore, each MOKE micrograph [Figs. 1(b) and
1(c)] shows a bubble at its maximum size, from the average
of 5 to 15 expansions. While applying pulses of Bz, we
apply By as a triangle wave with a frequency of 50 mHz,
which is much slower than the Bz repetition frequency.
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Therefore, the bubbles that we measure accurately reflect
how By affects their expansion. Supplemental Material S2
[37] presents details of the field excitation technique. To
measure domain wall displacements in real time, we take a
cross-sectional strip of each bubble [Figs. 1(b) and 1(c),
blue and red rectangles], average these strips across the x
direction, [Figs. 1(d) and 1(e), blue and red markers], and
fit each resulting profile to arctangent functions [Figs. 1(d)
and 1(e), black lines] which empirically model the optically
broadened profile of the domain walls (Supplemental
Material S3 [37]) and superresolve their positions. We
divide the domain wall displacements by the duration of the
Bz pulses to obtain the mean velocity v of each domain wall
during bubble expansion.
To perform a measurement of the DMI, we measure v as

a function of By. The domain wall comprising the bubble
has opposite symmetry on either side of the bubble with

respect to By, so that in the reference frame of the domain
wall the effective magnetic field ByðeffÞ is opposite in sign
for each side of the bubble. (Fig. 2, inset). Therefore, we
resample the raw data, which includes multiple cycles of
By, by averaging data points with ByðeffÞ within 1 mT of
each other (Fig. 2). These curves come from a region of the
trilayer that we expose to 125 eV Arþ, with μ0Hc ≈ 3 mT,
and is an average of 12 By cycles. The similar behavior of
the domain wall on both sides of the bubble indicates the
preservation of the domain wall chirality around the bubble,
which is typical for all bubbles in this study. The data does
not show evidence for chiral damping [41], as it does not
have a significant asymmetry about its minimum value
(Supplemental Material S4 [37]).
For a systematic study of the DMI, we obtain over 400 v

curves such as those in Fig. 2, although averaging over only
two cycles of By. To compare the results from many
bubbles which may not have the same v, we normalize
each curve to its value at ByðeffÞ ¼ 0, vnorm ¼ v=vByðeffÞ¼0.
Additionally, we measure the mean vnorm of the domain
wall on either side of the bubble, since it behaves similarly
with response to ByðeffÞ (Fig. 2). Typical standard uncer-
tainties of vnorm after such averaging are about 0.01.
Finally, after each bubble measurement, we determine
the local μ0Hc of the trilayer by measuring a hysteresis
loop at the location of the bubble with a Bz ramp rate of
approximately 20 mT s−1. Figure 3 shows a selection of the
vnorm curves (gray markers), arranged by EArþ and μ0Hc.
We determine μ0HDMI as the negative of the in-plane field
which minimizes the quadratic component of vnorm, defin-
ing positive μ0HDMI as acting perpendicular to the surface
of the domain wall, in the direction pointing from an
Mz > 0 region to anMz < 0 region [39,42]. This definition
is consistent with positive μ0HDMI leading to right-hand

FIG. 2. Representative data shows a simultaneous measurement
of the velocity v of a domain wall on the positive y (gray) and
negative y (black) sides of a bubble. The domain wall moves
similarly on both sides of the bubble in response to the effective
magnetic field ByðeffÞ, with a reversed sign for opposite sides. We
attribute the small difference between the curves to a misalign-
ment of By which adds a z component to the total field. Standard
uncertainties of v are approximately 0.2 mms−1. Inset: simulated
data sets show that ByðeffÞ is opposite in sign for the domain wall
on each side of the bubble, due to the opposite spatial symmetry.

FIG. 1. Arþ irradiation of a Pt=Co=Pt trilayer controls the sign
of the Dzyaloshinskii-Moriya interaction (DMI). (a) A simplified
schematic shows magnetic bubble domains with positive Mz
(light gray circles) in trilayer regions irradiated with 50 eV Arþor
100 eV Arþ, expanding asymmetrically (white arrows) in oppo-
site y directions from nucleation sites (black dots) in response to
applied fields Bz and By. The direction of this asymmetric
expansion indicates the sign of μ0HDMI. (b),(c) Magneto-optical
Kerr effect (MOKE) micrographs showing corresponding exper-
imental results. We have spatially filtered and removed back-
grounds from these representative micrographs for clarity. The
Arþ dose is approximately 2 × 1016 cm−2 for (b) and approx-
imately 2 × 1015 cm−2 for (c). Black dots indicate the approxi-
mate position of bubble nucleation. Blue and red rectangles
indicate regions from which we take profiles to determine domain
wall displacements. (d),(e) Blue and red markers are profiles from
boxed regions in (b) and (c) averaged across the x direction. Black
curves are arctangent fits to extract domain wall displacements
with standard uncertainties of approximately 400 nm.
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domain walls, and the DMI energy EDMI ¼ −D · ðS1 × S2Þ,
with S1 and S2 representing the state of adjacent spins, andD
the DMI vector. In Fig. 3, the μ0Hc ≈ 5.0 mT row exem-
plifies tuning of μ0HDMI by EArþ.
Many of the curves show a peak in vnorm for ByðeffÞ ≈ 0,

for example, in the μ0Hc ≈ 3.1 mT, EArþ ¼ 75 eV curve,
which prevents fitting this data to a simple quadratic
function to accurately extract μ0HDMI. Previous studies
have also reported this peak [31,41–43], ruling out exper-
imental artifacts specific to our experiment.
We propose a physical model as a possible explanation for

the peak—a By-dependent perturbation to the prefactor v0
in the domain wall creep equation, v ¼ v0 expð−κBz

−1=4Þ.
In this equation, κ is a quantity related to the domain wall
surface tension, pinning potential, and temperature. In most
cases [39,44,45], changes in κ dominate changes in domain
wall velocity, but if the exponent is small or κ is insensitive to
small values of By, then changes in v0 may dominate [41].
We believe that this is the case here, as the peak amplitude
scales differently from the overall parabolic behavior of v in
response to a changing Bz (not shown). The value of v0
depends on the attempt frequency ω of the domain walls in
the pinning potential Epin [46,47]. ω is proportional to the
square root of the curvature d2Epin=dθ2 of the pinning
potential. A field such as By changes the curvature by
moving the configuration of the domain wall away from the
minimum of Epin. Since the minimum of Epin corresponds to
amaximumof d2Epin=dθ2 for most pinning potentials [41], it
also corresponds to a maximum in ω. Therefore, any
deviation of the minimum energy configuration of the
domain wall from its value at By ¼ 0 will decrease ω and
thus v0, in an amount proportional to the square root of
d2Epin=dθ2. This explanation predicts a peak in vnorm at

By ¼ 0, as is evident if we model the pinning potential by an
anisotropy energy minimum with equilibrium angle θeq that
varies around 0 as the field By varies:

v0 ∝ ω ∝

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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dθ2

s

�

�

�

�

�

θ¼θeq

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Kpin cosð2θeqÞ
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Kpin cos

�

2MBy

2Kpin þMBz

�

s

: ð1Þ

In this model, M ¼ 5 × 105 Am−1 is an estimate of the
saturation magnetization, which we obtain from a previous
study [48], and Kpin is the effective anisotropy constant for
pinning. Since v0 is outside the exponent in the creep law
which predicts domain wall motion, this modification
manifests as a multiplicative correction to the domain wall
creep law, which is approximately quadratic in By at low
fields [39]. Therefore, using the method of damped least
squares, we fit (Fig. 3, black lines) the vnorm curves to the
product of a quadratic function which approximates the
domain wall creep law with the DMI, and an approximation
of relation (1) at θeq ≈ 0 (Supplemental Material S5 [37]).
This relation fits most of the features in the experimental
data, and extracts values of Kpin and μ0HDMI that are robust
to the details of the fit.
Using this model, we extract a value of Kpin ¼

6 kJm−3 � 2 kJm−3, denoting the mean and standard
deviation of 100 vnorm curves that show an appreciable
central peak. This value is much smaller than typically
measured values [44] of the uniaxial anisotropy constant
K1, but we can reconcile this discrepancy by noting that the
pinning potential should be more complicated than a simple

FIG. 3 Representative curves show the normalized domain wall velocity vnorm (gray markers) at six values of EArþ for doses that give
three values of μ0Hc. Black curves are the fits to extract the value ofKpin and μ0HDMI. The data sets at μ0Hc ≈ 5.0 mT exemplify bipolar
tuning of μ0HDMI at constant μ0Hc. Standard uncertainties of vnorm are typically 0.01, which is smaller than the data markers in most
cases.
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uniaxial anisotropy. We do observe a correlation between
Kpin and μ0Hc (Supplemental Material S6 [37]), supporting
our model of the peak in vnorm as an effective anisotropy.
The values of μ0HDMI that we extract show systematic

variation as a function of μ0Hc and EArþ (Fig. 4, surface
plot), which is the main result of our study–simultaneous
control of μ0HDMI and μ0Hc. The color scale in Fig. 4 is a
linear interpolation between the μ0HDMI values obtained at
the μ0Hc and EArþ conditions that the small black markers
indicate. Regions of positive μ0HDMI (blue) and negative
μ0HDMI (red) are visible, as is the contour separating them
(black line). The values of μ0HDMI have typical standard
uncertainties of 1 mT. However, the scatter of the data,
manifesting for example as irregularity of the black contour
line, indicates that variation in μ0HDMI due to heterogeneity
of the trilayer exceeds measurement uncertainty. We also
confirm that Arþ dose monotonically controls μ0Hc by
measuring μ0Hc as a function of Arþ dose for EArþ ¼
100 eV (Fig. 4, inset). Supplemental Material Fig. S7 [37]
shows data over the full range of μ0Hc and presents
uncertainty evaluation.
To demonstrate spatial resolution of this tuning, we

prepare two nearby regions of the trilayer to have the same
μ0Hc of 3.6 mT, but different values of μ0HDMI, 20 mT and
−20 mT, with exposure to 50 eV Arþ and 100 eV Arþ,
respectively (large black markers, Fig. 4). These regions are
close enough such that the effects of positive and negative
μ0HDMI are evident with identical By and Bz excitation,
in the same field of view of the MOKE microscope
(Supplemental Material Video S8 [37]).

While both μ0HDMI and μ0Hc depend on spin-orbit
coupling at the Pt=Co interfaces, our results indicate that
they depend differently on the details of the layers and
interfaces. A stopping and range of ions in matter (SRIM)
simulation [49] (SupplementaryMaterial S9 [37]) shows that
around EArþ ¼ 100 eV, Arþ primarily influences the top Pt
and Co layers. Auger spectroscopy (Supplementary Material
S9 [37]) does not show evidence of Ar implantation, and
indicates that the change of the sign of μ0HDMI is associated
with removal of the top Pt monolayer. Although the different
behavior of μ0HDMI and μ0Hc with EArþ and Arþ dose may
be complicated, previous studies provide some guidance.
Several studies [33–36] have shown that ion-induced inter-
facial disorder, and reduction of the thickness of the top
Pt layer [50], decrease μ0Hc, while μ0HDMI is primarily
sensitive to the interfacial Pt monolayers [51]. Therefore,
removal of the top Pt could affect μ0HDMI in two ways,
eliminating the positive influence of the layer on μ0HDMI
[52], and allowing oxidation of the Co [53,54].
Eliminating the influence of the top Pt should have a

strong influence on μ0HDMI. The etch rate of Pt vanishes at
lower EArþ [55], and depends differently on EArþ than
interfacial disorder does. This suggests that, for a given
thickness of etched Pt, higher energy Arþ causes less
interfacial disorder than lower energy Arþ, causing an
EArþ dependence of μ0HDMI at fixed μ0Hc. For example,
exposure to 130 eV Arþ leads to a large negative μ0HDMI
after removal of the top Pt layer, but 50 eV Arþ causes
enough disorder to drive the film to the spin reorientation
transition at doses necessary to remove the top Pt layer.
To test the effect of Co oxidation on μ0HDMI, we deposit a

layer of Au with a thickness of approximately 10 nm
immediately after Arþ irradiation in vacuum. After exposure
to air, we measure similar values of μ0HDMI with and
without the Au layer (Supplementary Material S10 [37]).
This suggests that Pt removal is the primary mechanism for
our simultaneous control, but does not rule out oxidation as a
factor, as we are not certain that the Au layer is hermetic, and
we do not know of any influence of the Au itself on μ0HDMI.
Measurements in vacuum could elucidate these effects.
In conclusion, we have demonstrated the use of Arþ

irradiation around 100 eV to tune the sign and magnitude of
the DMI in ultrathin Pt=Co=Pt trilayers. The tuning is
spatially variable, separately from μ0Hc. At low values of
the DMI, we observe a peak in domain wall velocity which
we propose to explain by a modification of the depinning
attempt frequency in the creep regime of domain wall
motion. This model may also explain a discrepancy
between measurements of μ0HDMI by domain wall motion
and Brillouin light scattering [42], which do not account for
the influence of the peak in domain wall velocity. Our
technique for simultaneous control of μ0HDMI and μ0Hc
on a single chip enables systematic study of the effects
of the DMI in isolation from stronger interactions [56],
and potentially allows micro- and nanopatterning of the

FIG. 4. A surface plot of μ0HDMI shows systematic variation as
a function of μ0Hc and EArþ. Arþ dose increases toward the
bottom of this surface plot. The black contour indicates the
boundary between positive (blue) and negative (red) μ0HDMI.
Circular black markers indicate the μ0Hc and EArþ values of the
measurements between which the color map interpolates. The
two large black markers indicate the approximate parameters
corresponding to Supplemental Material Video S8 [37]. Inset:
μ0Hc decreases monotonically with Arþ dose for a sample with
EArþ ¼ 100 eV.
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DMI [57]. Finally, this new level of control will enable
magnetic materials with engineered DMI for proposed and
existing technological applications [58–60].
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