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We present a scanning probe microscopy technique for spatially resolving transport in cold atomic gases,
in close analogy with scanning gate microscopy in semiconductor physics. The conductance of a quantum
point contact connected to two atomic reservoirs is measured in the presence of a tightly focused laser beam
acting as a local perturbation that can be precisely positioned in space. By scanning its position and
recording the subsequent variations of conductance, we retrieve a high-resolution map of transport through
a quantum point contact. We demonstrate a spatial resolution comparable to the extent of the transverse
wave function of the atoms inside the channel and a position sensitivity below 10 nm. Our measurements
agree well with an analytical model and ab initio numerical simulations, allowing us to identify a regime in
transport where tunneling dominates over thermal effects. Our technique opens new perspectives for the
high-resolution observation and manipulation of cold atomic gases.
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Scanning probe microscopes had a substantial impact on
the development of solid-state physics during the past three
decades, from the observation of individual atoms at
surfaces [1,2] to the imaging of coherent electron flow
[3] and the identification of order parameters in complex
correlated materials [4,5]—just to name a few examples.
Many of these applications rely on two conceptually
important ingredients: (i) the use of very sharp probes
positioned with atomic-scale precision close to a surface
and (ii) the ability to continuously measure transport in the
presence of a local probe, which yields precise information
related to a single point of the system by accumulating the
often weak transport signal.
Many fundamental phenomena observed in condensed

matter physics are also studied in cold-atom-based quan-
tum simulations [6]. This has motivated the development of
high spatial resolution imaging based on photon [7–16] and
electron [17] scattering, which typically yields a destructive
observation of the local density distribution or the parity
of the atom number on lattice sites. Yet, a high spatial
resolution measurement in a transport setting, as has been
successfully applied in solid-state physics, has so far not
been carried out with atomic gases.
In this Letter, we demonstrate a scanning gate micro-

scope for a cold atomic gas flowing through an optically
created quantum point contact (QPC) [18]. Our technique is
inspired by scanning gate microscopy in semiconductor
physics [3,19–21], where a movable gate potential is used
to locally modify the underlying carrier density in a sample.
In our cold-atom implementation, we use a high-resolution
optical microscope to create a submicrometer repulsive gate
potential in the region of the QPC. Thanks to the intrinsic

diluteness of cold atomic gases, our gate operates at the
scale of the Fermi wavelength.
Our technique complements direct fluorescence or absorp-

tion imaging inmany respects. At the conceptual level, it uses
quantum degenerate atoms themselves, rather than photons,
as test particles incident on the system [22]. Large reservoirs
connected to a smaller, mesoscopic system act as the source
and sink for the scattered atoms, continuously accumulating
the signal. Since no spontaneous emission of photons or other
dissipative processes are induced during the accumulation, it
is possible to access long time scales. In contrast, photon or
electron scattering provides an instantaneous snapshot of the
density distribution.
The basis of our experiment is a quantum degenerate

Fermi gas of 6Li atoms, as described in our previous work
[18]. The Fermi gas is produced in a combined magnetic
and optical trap, yielding an elongated cloud with N ¼
1.01ð7Þ × 105 atoms in each of the lowest and third-lowest
hyperfine states of lithium. A homogeneous magnetic field
of 949 G is applied, which sets the scattering length to
−2653a0, where a0 is Bohr’s radius. This corresponds to
an interaction parameter 1=kFa in the reservoirs of −2.1,
where kF ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

2mEF
p

=ℏ is the Fermi wave vector in the gas,
m is the mass of lithium atoms, and EF ¼ ℏω̄ð6NÞ1=3 is the
Fermi energy in the harmonic trap, with ω̄ the geometric
mean of its frequencies. At typical temperatures of about
60 nK, we expect our gas to be in the normal phase, as the
critical temperature for superfluidity is 42 nK [23]. As
presented in Fig. 1(a), a repulsive potential generated by a
laser beam with a nodal line in the middle is imposed on the
cloud, creating a quasi-two-dimensional Fermi gas at the
center of the cloud, smoothly connected on both sides to
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large, three-dimensional reservoirs [36]. The trap
frequency (mode spacing) along the vertical (z) direction
at the center of the quasi-two-dimensional region reaches
ωz ¼ 2π × 13ð5Þ kHz. The QPC is produced by imaging a
binary mask using light at 532 nm, imprinting a thin wire
onto the quasi-two-dimensional region similar to Ref. [18].
We reach trap frequencies along the transverse direction of
about ωx ¼ 2π × 22ð9Þ kHz at the center of the QPC.
Along the transport direction (y), the beam producing the
QPC has a waist of 9.1ð3Þ μm. An attractive potential
produced by a Gaussian, red-detuned beam with a waist of
42.5ð3Þ μm is superimposed onto the QPC, allowing for
the control of the chemical potential in the QPC and its
immediate vicinity. Upon increasing the chemical potential,
successive transverse modes of the QPC are populated
yielding characteristic conductance plateaus [18].
We operate the QPC in the single-mode regime by tuning

the chemical potential to the center of the first plateau.
To obtain clear signals, we first work in the strong probe
limit, where no theory unambiguously relates the response
to the scanning gate to local observables. In contrast, weak
probes directly yield a map of the current distribution, in
the special case of a narrow tip probing a symmetric QPC
in the single-mode regime [37]. The gate potential is
produced by a tightly focused beam at 532 nm with waists

of wx ¼ 731ð1Þ nm and wy ¼ 751ð1Þ nm. This beam is
shaped and controlled using a digital mirror device (DMD),
operating in the Fourier plane of the microscope as a
diffraction grating in the Littrow configuration (Fig. 1 and
Ref. [23]). We scan its position in the region indicated in
Fig. 1(b) with an extent of 15.2 μm × 2.4 μm. The result-
ing map is shown in Fig. 2, where each pixel represents the
conductance with the scanned gate at the position of the
pixel. The individual measurements are separated by
238 nm, above the minimal displacement of 93 nm set
by the discreteness of the DMD and our optical setup. We
use a gate strength of V0 ¼ 620ð1Þ nK kB, about twice the
local Fermi energy at the center of the structure, corre-
sponding to the strong probe regime [39]. The region of low
conductance represents the center of the QPC, where the
current density is the highest. The pattern fades out towards
the edges along y, where the current density is smaller due
to the weaker confinements. Classically, these are regions
where the extension of the gate is smaller than the width of
the conductor. The full width at half maximum (FWHM) of
the conductance pattern along the y direction is 12ð1Þ μm,
matching that of the beam creating the QPC. Along the
transverse (x) direction, the short FWHM of 0.8ð2Þ μm
results from the tight confinement of the QPC.
We compare the experimental results with direct numeri-

cal simulations of the scanning gate setup using the Kwant
library [23,40]. This solves the scattering problem of
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FIG. 1. An atomic scanning gate microscope. (a) Close-up view
of the channel region: mesoscopic reservoirs, 2D regions, and the
QPC. The scanning gate is realized by a tightly focused, repulsive
laser beam that is scanned across the structure. (b) The gate (green
circle) locally modifies the potential landscape shown for the
parameters used in the simulation, Fig. 2(b). The green square
indicates the region mapped in Fig. 2(c). Engineering of the QPC
and the scanning gate. The QPC is formed at the intersection of
two repulsive laser beams (indicated in green) having a nodal line
at the center. A TEM01-like laser mode propagating along the −x
axis forms the 2D regions. The beam passing through a litho-
graphic mask is shrunk onto the 2D region and creates the QPC.
The scanning gate is holographically shaped and moved (blue
beam) by a DMD and projected onto the atoms with a microscope
objective. The red beam creates an attractive potential to locally
shift the chemical potential.

(a)
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FIG. 2. Scanning gate map of a single-mode QPC. Measured
(a) and calculated (b) conductance G normalized to the back-
ground value G0 as a function of the position of the scanning gate
imposed onto the QPC. Because of the weak attraction among the
particles, the measured background of 1.3=h is larger than the
universal conductance of 1=h [38]. The scanning gate has a
strength of 620ð1Þ nK kB. The reservoir acting as the source is
located on the left and the sink on the right side of the map. The
simulation considers a single free parameter, the chemical
potential in the reservoirs. The temperature and the chemical
potential bias are 58(7) nK and 99ð4Þ nK kB, respectively,
calibrated independently [23]. (c) Longitudinal cuts through
the scanning gate maps, along the dashed lines in (a) and (b).
The measured conductances are represented by the points and the
simulation by the line.
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independent particles originating from ideal reservoirs and
impinging onto the structure. The potential landscape of the
QPC along x and y is set a priori from the geometry of
the laser beams, and the chemical potential is adjusted to
fit the data. The results of the simulation are shown in
Fig. 2(b), showing overall good agreement with the experi-
ment. In particular, the transverse and longitudinal shapes
are reproduced, as well as the fading out of the pattern in
the wings of the QPC.
It was observed in the condensed matter context that

scanning gate maps are dressed by fringe patterns, resulting
from interferences between particles emitted by the point
contact and reflected by the scanning gate [3]. In our
experiment, these fringes are washed out by a finite temper-
ature, as confirmed by our numerical simulations [23]. In
contrast to semiconductor nanostructures, where large-scale
disorder channels the particles emitted by the QPC [3], our
system is free of disorder, and channeling does not take place.
We now study the regimes of scanning gate microscopy,

from weak to strong probes. To this end, we scan the gate
transversally through the center of the QPC, with varying
V0. These cuts are shown in Fig. 3. For the lowest V0, the
channel is not closed even with the scanning gate at the
center of the QPC. This corresponds to the weak probe
regime. As V0 is increased, the conductance quickly goes to
zero when the tip is at the center, and the profile changes
from approximately Gaussian to flattop. For stronger
scanning gates, the QPC is fully closed over an increasingly
wide range, reflecting a clipping effect.
To analytically describe the scanning gate response, we

model the QPC in the presence of the tip. The QPC tightly
confines the particles laterally, such that they explore only a
longitudinal cut through the Gaussian tip potential. This is
justified, as the ground state wave function has a FWHM of
l ¼ 1.67

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=mωx

p ¼ 0.5ð2Þ μm inside the QPC, about half
that of the tip in the transverse direction. Furthermore,
we approximate the longitudinal potential cut by a para-
bolic barrier with antitrapping frequency ΩðxÞ ¼
2=wy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VðxÞ=mp

and potential offset VðxÞ ¼ V0e−2x
2=w2

x ,
where x is the transverse tip position with respect to the
QPC center. The transmission T through the parabolic
barrier is given by

T ðEÞ ¼ 1

1þ e−2π
E−VðxÞ
ℏΩðxÞ

; ð1Þ

where E is the energy of the incident particle [41,42]. We
combine the transmission T ðEÞ with the thermal occupa-
tion of states in the reservoirs to obtain conductances, using
Landauer’s formula [42]. The profiles calculated using this
model are shown in Fig. 3(c), where the overall chemical
potential is the only free parameter common to all curves.
The agreement with the measurement is good over the
whole range of parameters, as can be seen on the cuts in

(a)

(b)

(c)

(d)

(e)

FIG. 3. Transverse scans through the QPC’s center in the single-
mode regime. (a) Transverse ground state probability distribution
with FWHM l of 0.5ð2Þ μm in the absence of the tip. (b) Con-
ductance normalized to the measured background value G0 of
1.1=h as a function of the tip position x and strengthV0. The dotted
lines indicate representative cuts shown in (d). (c) Prediction by the
analytical model including the chemical potential as the only free
parameter, while the temperature and chemical potential bias are
independently calibrated to 58(5) nK and 102ð3Þ nK kB, respec-
tively. The fitted chemical potential μ is indicated in the plot. Solid
lines mark realizations with the same ratio ℏΩðxÞ=2πkBT.
(d) Transverse scans for different tip strengths V0. The solid
curves indicate best fits with the analytical model. (e) Fermi-Dirac
distribution fL=RðEÞ of each reservoir centered around the chemi-
cal potential μL=R. They are smeared over the energy scale 4kBT
(dark shaded area), defined by the tangential line (dashed line) at
the inflection point. The transmission T ðEÞ through a parabolic
barrier with height VðxÞ and the associated energy scale 2ℏΩðxÞ=π
(light shaded area) is shown in the tunneling-dominated regime, for
a ratio ℏΩðxÞ=2πkBT of 1.4 (regime discussed in Ref. [23]).
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Fig. 3(d). We also compared this model with the numeri-
cally exact Kwant simulation, finding good agreement [23].
For a given position and strength of the tip, the analytical

model allows us to compare the contributions of quantum
tunneling through the tip and thermally activated particles
passing over it. Since the transmission T ðEÞ and the energy
distribution are described by Fermi functions, the relative
weight of the two is given by the ratio of the two energy
scales ℏΩðxÞ=2πkBT (explicit derivation in Ref. [23]). For
strong tips, 2ℏΩðxÞ=π is larger than 4kBT, as illustrated in
Fig. 3(e), showing that the weak current mainly originates
from tunneling [43]. The ratio ℏΩðxÞ=2πkBT is presented
as contour lines in Fig. 3(c), revealing that we can detect
nonzero conductances with ratios up to 1.4 [23]. This is in
contrast to experiments in condensed matter physics where
direct tunneling through the scanned gate is negligible.
To estimate the resolution, we measure the FWHM of the

transverse cuts of Fig. 3 [23]. The results are presented in
Fig. 4(a), as a function of V0. For strong gates, the FWHM
is large, because the QPC is already blocked by the raising
edges of the Gaussian gate. Reducing V0, the FWHM goes
down and becomes smaller than that of the laser beam for
V0 < 0.4 μK. Interestingly, it keeps decreasing for lowerV0,
suggesting that the resolution is not limited by the optical
beam profile, similar to superresolved optical techniques
reaching resolutions beyond the diffraction limit [44] as a
consequence of the nonlinear transmission coefficient in
Eq. (1). For the smallest V0, the signal is weak, but the
FWHM is low enough to be comparable with that of the
transverse ground state wave function in the QPC. It agrees
with the analytical model, which also predicts very strong
thermal broadening for weak scanning gates.
While weak gates allow for high spatial resolution,

strong gates maximize the position sensitivity, because
small position changes can yield large variations in con-
ductance. This is the case in the raising edges of a strong
scanning gate and is widely exploited in scanning gate
microscopy in the solid-state context [21]. To study this
effect, we extract the derivative of conductance with
position dG=dx, as shown in Fig. 4(b) [23]. The extremal
variation rates mark the falling edges of the profiles and
separate with increasing gate strength. The evolution of
the width of the profile is clearly visible, as well as the
clipping regime when the strong scanning gate is located
at the center of the QPC. The fastest variations amount to
2.7ð3Þ=h per micrometer.
The position sensitivity of our apparatus is limited by the

signal to noise ratio with which we can measure conduc-
tances. The figure of merit is δx ¼ ðdG=dxÞ−1δG, where
δG is the noise in the conductance measurement. To assess
the minimal noise, we use the overlapping Allan deviation
[45], giving 0.024ð12Þ=h [46]. This translates into a
position sensitivity of δx ¼ 9ð5Þ nm. The sensitivity char-
acterizes our instrument and is mainly limited by the shot-
to-shot noise in the preparation of the reservoirs.

In contrast to the condensed matter situation, our
implementation can be generalized to several probes, where
we expect interferences to strongly affect transport. In the
many-body regime, these are known to have spectacular
consequences such as pinning in a Luttinger liquid [47].
By further tailoring the probes, they may serve as building
blocks for more complex atomtronics circuits [48–54].
Time-modulated or near-resonant optical gates that address
external or internal atomic degrees of freedom could allow
us to locally generate effective gauge structures. Such gates
could also be used to perform spectroscopic measurements
in analogy with scanning tunneling microscopy [55].
Our scanning gate technique can be generalized to any

cold-atom system in which conductance measurements can
be performed, such as disordered systems [56], yielding the
additional ability to control the potential at a scale shorter
than the localization length. It could distinguish percolation

(a)

(b)

(c)

FIG. 4. Resolution and sensitivity of the scanning gate tech-
nique. (a) FWHM of the transverse scans through the QPC’s
center, shown in Fig. 3, as a function of the tip strength. Beside
the experimental points, the dashed and solid lines represent the
predictions of the analytical model for zero and a finite temper-
ature of 58(5) nK. For a comparison, the FWHM of the obstacle
in the transverse direction (dashed dotted line) and of the
transverse probability distribution (horizontal dotted line), de-
picted in Fig. 3(a), are indicated. (b) Derivative of the measured
conductance with respect to the position of the tip as a function
of its position x and its strength V0. (c) Representative cuts along
the dashed lines in (b). Conductance measurements are max-
imally sensitive to the position, for the strongest gate, where the
derivative gets extremal.
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processes from localization by interferences or be combined
with density measurements to identify the fraction of the
atoms participating in transport [57]. In superfluid Fermi
gases, the scanning gate could manipulate local modes like
Andreev bound states [52,53]. It could also help to identify
dynamical structures such as vortex patterns [58].
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