
Experimental Evidence for Quantum Tunneling Time

Nicolas Camus, Enderalp Yakaboylu,* Lutz Fechner, Michael Klaiber, Martin Laux, Yonghao Mi,
Karen Z. Hatsagortsyan,† Thomas Pfeifer, Christoph H. Keitel, and Robert Moshammer‡

Max-Planck-Institut für Kernphysik, Saupfercheckweg 1, 69117 Heidelberg, Germany
(Received 20 January 2017; published 14 July 2017)

The first hundred attoseconds of the electron dynamics during strong field tunneling ionization are
investigated. We quantify theoretically how the electron’s classical trajectories in the continuum emerge
from the tunneling process and test the results with those achieved in parallel from attoclock measurements.
An especially high sensitivity on the tunneling barrier is accomplished here by comparing the momentum
distributions of two atomic species of slightly deviating atomic potentials (argon and krypton) being
ionized under absolutely identical conditions with near-infrared laser pulses (1300 nm). The agreement
between experiment and theory provides clear evidence for a nonzero tunneling time delay and a
nonvanishing longitudinal momentum of the electron at the “tunnel exit.”
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Modern short-pulse lasers generate electric fields that are
comparable in strength to those that electrons experience in
atoms [1]. Effectively distorting the Coulomb potential of
the atomic core, these fields allow ionization of the system
with the electron tunneling through the potential barrier [2]
(Fig. 1). While the tunneling ionization is of great interest to
understand and describe the general quantum mechanical
tunneling process [3], it is also at the heart of attosecond
spectroscopy techniques. Once ionized the electron is
subsequently driven by the laser field leading to various
processes, such as high harmonic generation [4,5] or laser
induced electron diffraction [6,7]. The resolution of atto-
second spectroscopy depends essentially on our ability to
understand and describe accurately the under-the-barrier
dynamics of the electron at the onset of strong field
tunneling ionization. Experimentally resolving electron
dynamics with attosecond precision requires first to control
the laser pulses on the same time scale and second tomonitor
with high resolution their interaction with matter [8–12].
To specifically probe the tunneling step one takes

advantage of the fact that with close-to-circularly polarized
laser pulses (attoclock configuration), and, therefore, a
rotating electric field, the instant of time when the electron
appears in the continuum is effectively mapped onto a
characteristic emission direction that can be measured after
the pulse [3,13–15] (Fig. 1). In order to correctly disen-
tangle the tunneling step information (time, momentum,
and position right after tunneling) in the final photoelectron
momentum distribution, and to achieve a meaningful
quantitative interpretation of attoclock results, the laser
pulse parameters must be known and the Coulomb inter-
action with the remaining ion along the electron excursion
in the continuummust be taken into account. At present, we
are witnessing an ongoing debate about the role of the
initial electron momentum [16–21] as well as the question
whether and how the electron motion can be traced back to

the tunneling step [14,22], whether the tunneling delay time
exists [23,24], and if yes, which definition of the tunneling
delay time precisely predicts attoclock experiments [15,25].
In our approach the tunneling dynamics is described

quantum mechanically for a quasistatic barrier via the
solution of the Schrödinger equation. For a full description
of the electron dynamics in the laser field, we connect the
tunneling step to the following electron excursion in the
continuum which is quasiclassical already at a few de
Broglie wavelengths away from the tunnel exit. The
connection of the quantum and classical dynamics is
carried out employing the concept of the dominant quan-
tum path. The latter in the full quantum domain is
calculated from the quantum mechanical propagator and
corresponds to the most probable path connecting two
space points. In the classical domain the dominant quantum
path coincides with the classical trajectory, and in a
consistent way determines the initial conditions of the
classical trajectory in the continuum. Moreover, the initial
conditions of the classical trajectory include a time delay, as

FIG. 1. Schematic representation of the ionization picture: the
Coulomb potential is bent by the laser electric field forming a
saddle in the potential (blue line). The bound electron wave
packet is ionized through tunneling and appears as a classical
particle at the tunnel exit. Depending on the initial conditions of
the particle, the momentum pi at appearance of the electron in the
continuum with the time delay τi, different trajectories arise and
appear with different momentum on the detector: the simple-man
model (red trajectory) and the case where the initial conditions are
given by the Wigner formalism (purple trajectory).
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well as a respective momentum (Fig. 1). In this way the
signatures of the tunneling step are imprinted in the
asymptotic photoelectron momentum distribution.
The theoretical predictions are compared with the experi-

ment, where a high sensitivity on the tunneling step is
achieved by measuring strong-field tunneling ionization of
atomic species with slightly different ionization potentials,
but under otherwise absolutely identical laser and exper-
imental conditions. To achieve this, we simultaneously
collect within the same experiment photoelectron momen-
tum distributions with high resolution for ionization of a
gas mixture containing argon and krypton. Elliptically
polarized, 60 fs laser pulses (1300 nm) at various intensities
in the 1014 W=cm2 range are focused into the gas beam at
the center of a reaction microscope [26] that allows for the
coincident detection of electron-ion pairs created by ion-
ization of Ar or Kr atoms. The electron spectra of both
species are separated unambiguously by means of ion
tagging allowing comparison with each other.
Rather than the absolute value of the most probable

photoelectron emission angle we analyze the angle differ-
ence between both targets in comparison with theory. This
quantity is found to be most sensitive to the initial
conditions of the electron trajectory right after tunneling,
and, at the same time, almost insensitive to systematic
errors or any other experimental deficiencies.
For the first step we consider the propagation of the

electron’s wave function, originating from the initial bound
state Ψðri; 0Þ, by the space-time propagator Kðr; ri; tÞ
(atomic units me ¼ ℏ ¼ e ¼ 1 are used throughout):

Ψðr; tÞ ¼
Z

driKðr; ri; tÞΨðri; 0Þ: ð1Þ
From the infinite number of contributing trajectories from
ri to r, we identify the most dominant one. We use a
quasistatic description of the laser field which is justified
due to the large value of the laser period with respect to the
characteristic time in the tunneling regime, described by
the smallness of the Keldysh parameter [2]. In this case the
electron passes the potential barrier with an almost constant
energy. Accordingly, generalizing the well-known formal-
ism introduced by Wigner [27], the most dominant path
along the tunneling channel tWðxÞ is determined by the
phase of the fixed-energy propagator Gðx; xi; ϵÞ. In fact, the
spacetime propagator that connects the space points x and
xi in a time interval t,

Kðx; xi; tÞ ¼
i
2π

Z
∞

−∞
dϵGðx; xi; ϵÞe−iεt; ð2Þ

will be maximal at the stationary phase condition
t − ∂ arg ½Gðx; xi; ϵÞ�=∂ϵ ¼ 0. Taking into account that
jGðx; xi; ϵÞj is peaked at ϵ ¼ −Ip, the dominant path
(Wigner trajectory) is derived:

tWðxÞ ¼
∂ arg ½Gðx; xi; ϵÞ�

∂ϵ
����
ϵ¼−Ip

; ð3Þ

where Ip is the atomic ionization potential including the
Stark shift in the laser field, x≡ n̂ · r is the one-dimensional
tunneling coordinate with n̂ being the unit vector along the
tunneling channel found in the parabolic coordinates, xi is
the starting point of the Wigner trajectory at time t0 ¼ 0,
corresponding to the peak of the laser electric field, and
arg ½Gðx; xi; ϵÞ� ¼ Sðx; ϵÞ − Sðxi; ϵÞ with Sðx; ϵÞ being the
phase of the wave function of the stationary Schrödinger
equation, which is solved numerically in the parabolic
coordinates (see details in the Supplemental Material [28]).
Two exemplary Wigner trajectories are shown in

Fig. 2(a). They both manifest that for the most probable
trajectory the electron appears at the tunnel exit xexit not
instantaneously but with a time delay τW ≡ tWðxexitÞ > 0.
Moreover, we predict a nonvanishing longitudinal momen-
tum along the laser field direction with which the electron
appears in the continuum: pW ¼ ½dtWðxÞ=dx�−1jx¼xexit . The
value of these parameters are decisive for the interpretation
of the attoclock measurement and are heavily discussed
[3,15,17–19,22,23]. In our approach, both the time delay
and the initial momentum are inherently provided by the
Wigner trajectory tWðxÞ. With increasing laser intensity,
resulting in an effective shortening of the barrier, the
tunneling time delay decreases and the longitudinal
momentum becomes larger [Fig. 2(b)].
The Wigner trajectory coincides with a certain classical

trajectory a few de Broglie wavelengths away from the

FIG. 2. (a) Electron trajectories in different models at low (left
panel) and high (right panel) laser intensities: Wigner trajectory
via Eq. (3) (blue dashed line), the simple-man trajectory (red
solid line), classical trajectory with the initial conditions given by
the Wigner formalism (purple solid line). The trajectories are
calculated for a krypton atom. The laser intensities are I¼1.7
(left) and I¼6.1×1014W=cm2 (right). The trajectories are shown
in one-dimensional (along the tunneling direction) Cartesian
coordinate. (b) Initial conditions arising from the Wigner for-
malism for the two investigated atoms (argon and krypton): initial
time (left panel) and initial longitudinal momentum (right panel).
Notably, at the tunnel exit, the differences between both targets,
argon and krypton, are as small as 10 attoseconds for the time
delay and less than 0.1 a.u. for the longitudinal momentum.
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tunnel exit. However, the classical trajectory starting at the
tunnel exit xexit at time texit ¼ τW with an initial momentum
pexit ¼ pW mimics the Wigner trajectory [Fig. 2(b)] and
provides the connection of the tunneling step with the
subsequent electron motion in the classically allowed
region. As the laser field rotates during the tunneling time
delay, the electron emission direction as well as the position
of the tunnel exit are adapted to the field direction after the
time delay τW. The final electron momentum after the laser
pulse is calculated via classical propagation

pf ¼ pexit −
Z

∞

texit

dtfEðtÞ þ ∇U½rðtÞ�g; ð4Þ

by solving Newton’s equations of motion ̈rðtÞ ¼
−∇U½rðtÞ� − EðtÞ, with EðtÞ being the laser electric field
and UðrÞ the potential of the atomic core taking into
account its polarization by the laser [43].

The influence of the initial conditions on the asymptotic
electron momentum is illustrated in Fig. 2(a) by comparing
the Wigner trajectory tWðxÞ with the trajectory of the
commonly used classical simple-man (SM) model tSMðxÞ
where the electron appears instantaneously at the tunnel
exit with an initial momentum which is equal to zero.
Neglecting the atomic Coulomb potential in the SM
model leads to the final momentum pf ¼ −

R∞
t0
dtEðtÞ.

Accordingly, the additional time delay τW manifests as a
rotation of the asymptotic momentum distribution by
δθτ ¼ ωτW , and the nonzero initial momentum to a
counter-rotation by δθp ≈ −pw=pE with pE ¼ E0=ω, with
ω and E0 being the laser-field frequency and amplitude,
respectively. At low intensities both effects compensate
each other almost completely and the corresponding
trajectories merge [Fig. 2(a) left panel]. This explains, to
a large extent, the success of the classical SM model in

FIG. 3. (a) Sketch of the experimental setup: close to circularly polarized laser pulses with a 1300 nm wavelength are focused onto a
gas mixture of argon and krypton inside a reaction microscope. (b) Experimental momentum distribution obtained when selecting the
argon ionization events (left panel) or krypton (top right panel). The difference between the normalized distributions is indicated (bottom
right). (c) Representation of the number of counts as a function of the θ angle for both distributions from which we extract θmax the angle
at which the number of counts is maximum.
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predicting the correct electron momentum [19]. However,
with increasing intensity the Wigner time delay decreases
faster than the initial momentum increases leading to an
additional net rotation compared to the SM prediction
δθ ¼ δθτ − δθp [Fig. 2(a) right panel]. In the latter case,
when the initial nonvanishing momentum of the electron
near the tunnel exit is overlooked, the final photoelectron
momentum distribution may be explained only with a
negative time delay near the tunnel exit [23]. However, the
physical relevant initial conditions for the classical trajec-
tories are provided by the dominant quantum path, which
points to the positive time delay near the tunnel exit, along
with the initial nonvanishing momentum.
To demonstrate the relevance of the initial parameters

(τW ,pW) and their influence on the final momentum
distribution, we utilize their strong dependence on the
width of the tunneling barrier.
We compare the theoretical predictions with experimen-

tal electron spectra for two atomic species with slightly
different ionization potentials Ip. The data for both targets
were collected within the same experiment for absolutely
identical laser and experimental conditions [Fig. 3(a)]. By
choosing a gas mixture of argon (IArp ¼ 15.76 eV) and
krypton (IKrp ¼ 13.99 eV), two species with similar physi-
cal and chemical properties, we can experimentally probe
the barrier width and effectively reduce the influences of
other effects such as differences in Stark shifts, atom
polarizabilities or dependences on the initial-state orbital
momentum [16] (see Supplemental Material [28]).
Laser pulses with a wavelength of 1300 nm and

an ellipticity of 0.85� 0.05 have been employed. By
variation of the laser intensity a detailed investigation over
a large range of effective tunneling barrier widths becomes
possible.
Measured electron momentum distributions for argon

and krypton are shown in Fig. 3(b) at a laser intensity of
about 2 × 1014 W=cm2. As expected for atoms with similar
ionization potentials, the spectra for both targets appear
almost identical. However, clear differences manifest after
the subtraction of the normalized distributions [Fig. 3(b)].
For comparison with theory, as mentioned above, the value
of interest is the most probable electron trajectory, in
particular the final momentum and the angle of rotation
with respect to the axes of the polarization ellipse [13].
The latter we associate with the angle θmax of the distri-
bution where the number of counts is maximum. The angle
θmax is the observable that is most sensitive to both time
delay and initial momentum. It is obtained from a Gaussian
fit to the experimental angular distribution in range from
−50° to þ50° [Fig. 3(c)].
Instead of analysing the absolute emission angles for

both targets, which would require a very precise determi-
nation of the orientation of the polarization ellipse, we
concentrate on the orientation independent angle difference
Δθmax ¼ θArmax − θKrmax and follow its behavior as a function

of intensity. Again, to circumvent the notorious difficulties
in determining the laser intensity with high accuracy, we
use instead of not well determined experimental intensities
the average electron momentum at θmax for ionization of

argon: ρðθmaxÞ ¼ ρArðθmaxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pAr
x ðθmaxÞ2 þ pAr

y ðθmaxÞ2
q

.

For circularly and elliptically polarized pulses this
average momentum ρðθmaxÞ is an unambiguous measure
of the actual intensity, in which the correct mapping
from momentum to intensity must be provided by theory
[44,45]. Finally, we plot Δθmax as a function of ρðθmaxÞ and
compare with our theoretical model (Fig. 4).
For a conclusive comparison two additional contribu-

tions, that are unavoidable in any experiment, must be
considered: the focal volume averaging and the depletion
effects. The theoretical curves for two sets of initial
parameters are shown in Fig. 4, the solid line is for the
initial conditions given by the Wigner formalism, and the
dashed curve for the standard conditions (simple-man
model) of zero time delay and zero initial momentum.
The first observation is that—as expected—the initial
conditions influence the final angle difference. Second,
our results demonstrate that the simple-man model fails
in reproducing subtle features in strong field ionization,
which are very well reproduced with a more refined theory
based on the Wigner formalism. The agreement with
experiment remains even when varying in our model all
possible parameters such as ellipticity, pulse duration, and
pulse shape (see Supplemental Material [28]). There is no
convincing way to explain the current experimental result
without the initial longitudinal momentum and the time
delay.
Finally, we note that the theoretical formalism

presented here can also satisfactorily reproduce the pre-
viously reported experimental result of Ref. [14] (see
Supplemental Material [28]). With our approach, a positive

theo pexit=pW 0, texit= W 0
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FIG. 4. Experiment and theories (with and without initial
momentum and tunneling delay time). Note that the indicated
tunneling theory is not fully applicable to the first three data
points where the intensity is in the intermediate tunneling-
multiphoton regime.
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ionization time delay and an initial nonvanishing longi-
tudinal momentum yield the correct observed asymptotic
momentum. Furthermore, the formalism naturally explains
the appearance of negative ionization time delays in the
analysis presented in Ref. [23], where a zero longitudinal
momentum at the tunnel exit was assumed. Hence, agree-
ment with the exact numerical simulation is achieved
only if negative tunneling delay times are used as start
parameters for the classical propagation Eq. (4) (see
Supplemental Material [28]).
In conclusion, we have addressed the time-resolved

dynamics of the tunneling ionization of an atom. We
identified theoretically the tunneling delay time and the
initial longitudinal momentum at the tunnel exit for the
most probable trajectory of the tunneling electron and
tested it experimentally. The experimental results can be
satisfactorily reproduced only when these two parameters
are included in the theoretical model resulting in a non-
vanishing tunneling time.
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