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We show theoretically that a thermoelectric heat engine, operating exclusively due to quantum-mechanical
interference, can reach optimal linear-response performance. A chiral edge state implementation of a close-to-
optimal heat engine is proposed in an electronic Mach-Zehnder interferometer with a mesoscopic capacitor
coupled to one arm. We demonstrate that the maximum power and corresponding efficiency can reach 90%
and 83%, respectively, of the theoretical maximum. The proposed heat engine can be realized with existing
experimental techniques and has a performance robust against moderate dephasing.
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Introduction.—Thermoelectric effects have received a
considerable amount of interest during the past years [1].
They allow for the conversion of waste heat back into
useful electricity which can be of use for energy harvesting
applications. A special emphasis has been laid on thermo-
electric effects in mesoscopic and nanoscale conductors,
both from a theoretical [2-7] as well as from an exper-
imental perspective [8—12]. The discrete nature of elec-
tronic states in such conductors turns them into good
energy filters which consecutively can give rise to a high
thermoelectric efficiency [13]. Recently, multiterminal heat
engines, which allow for the spatial separation of heat flow
and electric power generation, have been proposed [14-23]
and also realized experimentally [24-26].

Heat engines utilizing quantum-mechanical coherence, a
fundamental property of mesoscopic and nanoscale trans-
port, however, have received limited attention [27,28].
Arguably, quantum coherence is most strikingly manifested
via interference effects. As the most prominent example,
electronic interferometers based on chiral transport in quan-
tum Hall edge channels can display visibilities of coherent
oscillations up to 90% [29]. Thermoelectric heat engines
with edge states have been investigated theoretically
[30-35], largely motivated by the perspective of heat-charge
separation and performance enhancement [36—40] due to the
broken time-reversal symmetry in the quantum Hall regime.
Thermal transport properties have also been investigated
experimentally [41-44] and theoretically [45-48]. Recently,
an edge state heat engine based on an electronic Mach-
Zehnder interferometer was proposed [35], predicting large
efficiency and power output, comparable to nanoscale heat
engines based on, e.g., quantum dots [6,49].

However, two still unanswered, fundamentally important
questions are the following: what is the optimal thermo-
electric performance of a system based only on interfer-
ence, and can such an optimal system be realized with edge
states? In this Letter, we show that a quantum interference
thermoelectric heat engine can reach the theoretically
maximal [50,51], single mode, power production and
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corresponding efficiency at linear response. Moreover,
we propose an edge state realization based on a two-
terminal Mach-Zehnder interferometer with a mesoscopic
capacitor coupled to one interferometer arm (Fig. 1), with a
close-to-optimal performance. Our experimentally feasible
proposal demonstrates that quantum interference can be
harnessed for a dramatic performance boost of nanoscale
and mesoscopic heat engines.

Quantum interference thermoelectrics.—We first present
a compelling, physically transparent analysis of a generic,
noninteracting two-path thermoelectric interferometer, a
careful scattering theory investigation of the thermoelectric
heat engine performance in the linear-response regime

FIG. 1. (a) Schematic of a thermoelectric two-path interferom-
eter. Each path i = 1, 2 from the hot (H) to the cold (C) terminal
contains a phase coherent scatterer with energy-dependent trans-
mission amplitude #;(®). (b) Realization of (a) in a two-terminal
Mach-Zehnder interferometer implemented with edge states. The
active edge state is denoted with a solid line, chirality shown with
arrows. A mesoscopic capacitor (MC) is coupled to one inter-
ferometer arm via a quantum point contact with transparency .
Two additional quantum point contacts, transparencies 74, 7p,
form beam splitters. The hot (cold) terminal is kept at temperature
Ty (T¢) and potential Vi (V). By tuning 7z and the path phase
difference ¢y, the interferometer transmission probability can
become steplike in energy. Close-to-optimal linear-response
thermoelectric performance is obtained by adjusting step height
and position, via 74, 7z and the capacitor resonance energy.
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follows below. A schematic of the two-terminal interfer-
ometer is shown in Fig. 1: an electron emitted from the
hot reservoir (H) can take two different paths, i = 1 or 2,
to the cold reservoir (C). Each path contains a phase-
coherent scatterer with transmission amplitude 7;(®). The
total amplitude to propagate from H to C is then A(w)
t1(w) + e'?t,(w) where the energy-independent path
phase difference ¢, accounts for, e.g., an enclosed
Aharonov-Bohm flux.

To investigate the thermoelectric properties due to
interference only, we require the two scatters to have no
individual thermoelectric response, i.e., zero Seebeck and
Peltier effects. This amounts to energy independent trans-
mission probabilities T; = |t;(w)|?, i.e., amplitudes of the
form t;(w) = \/T;e!%(®) where the energy dependence is
restricted to the phases a;(w). The total transmission
probability |A(w)|* can then be written

|A(@) > Ty + T2 +24/T Ty cos[a (@) —ar (@) = o] (1)

Given Eq. (1), how good can the thermoelectric perfor-
mance of this, effectively single mode, interferometer be?
In particular, of key importance for operation as a heat
engine, what is the maximum electrical power produced
and the corresponding heat-to-work conversion efficiency?
For these quantities, it is known [50,51] that the optimal
thermoelectric should have a step-function-in-energy trans-
mission probability, i.e., a sharp rise (or drop), from zero to
maximum, over a narrow energy interval (compared to the
background temperature). This is fulfilled for the proba-
bility |A(w)|* in Eq. (1) if and only if (i) the total phase
ai(w) —ar(w) — ¢y changes abruptly, as a function of
energy, from 0 to z (or z to 0) and (ii) the transmission
probabilities of the two scatterers are equal, 7| = 7.
System and transmission probability.—To answer the
question how such an optimal interferometer could be
realized experimentally, we consider a two-terminal elec-
tronic Mach-Zehnder interferometer implemented with edge
states in a conductor in the integer quantum Hall regime, see
Fig. 1. The edges of the interferometer arms 1 and 2 have
lengths L and L,, respectively. Arm 2 contains a mesoscopic
capacitor [52-54], a small loop of length L, coupled to the
edge via a quantum point contact with transparency 1 — 7.
The capacitor effectively acts as a quantum dot, with a level
spacing A = 2zhvp/L, where vp is the edge state drift
velocity, coupled to the interferometer arm. Two additional
quantum point contacts constitute beam splitters with trans-
parencies 7,4 and 7, respectively. All transparencies 7, 74 and
7p are independent of energy and can be tuned electrostati-
cally between O and 1. For simplicity (and in contrast to
Ref. [35]) we assume that the total path length difference is
negligible; i.e., [L; — (L, + L)|kpT/(hvp) < 1 where T is
the background temperature, the effect of a finite path length
difference is treated below. We stress that the path lengths
can be controlled by additional electrostatic gates [55].

Moreover, for a top gate controlling the capacitor potential
charging effects are suppressed [54], motivating our non-
interacting approach. We remark that going beyond linear
response, electron-electron interactions in the interferometer
need to be accounted for; see, e.g., a recent investigation of
the visibility of Mach-Zehnder interferometers [56].

Importantly, due to the chiral nature of edge state
transport there is no backscattering at the beam splitters
or at the mesoscopic capacitor and the electrons pass
through the interferometer only once. The total amplitude
to transmit from the hot to the cold reservoir can hence be
written, up to an overall phase factor,

Hw) = /tatg — /(1 = 74)(1 = 7p)e o)thl - (2)

Here ¢, is an energy independent phase difference account-
ing for the enclosed Aharonov-Bohm flux and scattering
phases of the beam splitters. The phase a(w), picked up
when scattering forward at the capacitor and formally
corresponding to a; (@) — a,(w) — = in Eq. (1), is obtained
from [53] as

Visn@aten
1 —/Tcos 2n=52)’

a(w) = 2 arctan

where w, is a gate-controllable resonance position. The
phase a(w) over one period in energy A, resembling a
smoothed sawtooth curve, is shown in Fig. 2 for three
different z. Importantly, while the phase shift over an entire
period is zero, the effective phase shift across the resonance
energy @, conveniently defined as A¢ = max,{a(w)}—
min,{a(w)}, is given by A¢ = 4arctan][\/z/(1 —7)].
Hence, for 7 = 1/2 we have A¢ = x, in line with condition
(i) for optimal performance, albeit the shift (min to max)
takes place over a finite energy (A/x) arccos(y/7) = A/4.
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FIG. 2. (a) Phase a(w) for different transparencies = of the
capacitor-edge coupling. (b) Interferometer transmission proba-
bility 7 (w) for ¢y = x/2 and same 7 as in (a). (c) Transmission
probability 7 (w) for z = 0.61 and different ¢,. (d) Close-up of
7 () defining magnitude of ripple R and transition width Aw for
effective energy filter.
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To arrive at a transmission probability fulfilling con-
dition (ii) it is clear from Egs. (2) and (1) that we require
semitransparent beam splitters 7, = 7z = 1/2. The total
transmission probability 7 (w) = |t(w)|* through the inter-
ferometer then becomes

[sin(%o) - ﬁsin (% -2 w—Awo)]Z

1 —2y/Tcos 2n°5%) + ¢

T (w) = (4)

The transmission probability is plotted in Fig. 2 for a set
of different transparencies = and phases ¢,. Notably, for
¢o =0 we have a symmetric transmission probability
7T (w — wy) = T (—[w — wy]) around the resonance, giving
zero thermoelectric response for electron-hole symmetry
@y = 0. In contrast, for ¢y = /2 the transmission is
antisymmetric, 7 (w — wy) = 1 — T (—[w — w]). In fact,
for 7> 1/2 and ¢y = n/2 the transmission probability
7 (w) in a broad energy interval ~A/2 around the reso-
nance, behaves as a low-pass energy filter. To quantify the
deviations of 7 (@) from an ideal step function it is thus
helpful to adopt a filter language [57] and introduce (see
lower right panel in Fig. 2 for definition), the ripple
magnitude R = 1/2 — /7(1 — 7) and the roll-off, or tran-
sition width Aw = (A/x)[arcsin(1/+v/27) — z/4], unique
functions of 7 > 1/2. Hence, increasing (reducing) R leads
to a smaller (larger) Aw. To find the optimal trade-off
between R and Aw, i.e., the optimal value of 7, while at the
same time identifying ¢, A, and @, which optimize the
interferometer thermoelectric performance, we turn to a
quantitative analysis of the thermoelectric transport
properties.

Scattering matrix theory.—Transport of charge and heat
through a mesoscopic conductor can be described within
the framework of scattering matrix theory [58,59]. For the
two-terminal geometry in Fig. 1, within linear response, we
have I = LF. Here, I = (I,,1,) denotes the vector of
charge and heat currents. The vector of thermodynamic
forces is given by F = (Fy, Fy), where Fy, = eV /kgT and
Fr = kgAT/(kgT)? with the bias voltage V = V-V
and the temperature bias AT = Ty — T~ applied between
the two terminals, taking the cold terminal temperature
equal to the background temperature 7'~ = T. Finally, the
Onsager matrix L is given by

e (& £) A wmoe( 7).

where &(w) = [2 cosh(w/2kgT)] 2. The diagonal Onsager
coefficients L.y and L, are related to the electrical and
thermal conductance, respectively, while the off-diagonal
ones, L,r and L,y, are linked to the Seebeck and Peltier
coefficients.

Applying a temperature bias AT > 0 to the setup, we can
drive a charge current through the system, against the

externally applied bias voltage V > 0. Optimizing the bias
voltage for a given temperature bias, we obtain the maximal
output power [36]

_ kBl (‘CET)Z

= Fr)2.
max de EeV ( T) (6)

The associated efficiency at maximum power, defined as
the ratio between output power P, and input heat I, is
given by [36]

L, 2
NmaxpP = ’7_C ( T) ’ (7)
2e2Ley Ly — LorLyy

where - = AT/T denotes the Carnot efficiency in linear
response.

Close-to-optimal performance.—To benchmark the per-
formance of our interferometer we first recall [50,51] the
theoretical, maximum single mode power for a heat engine,
obtained for a step-function transmission probability
7 (w) = 0(w — wy). The output power is bounded by
Pax = 0.32(kgAT)?/h, obtained for wy = 1.16kgzT. The
corresponding efficiency is given by 7.« p = 0.357,. We
stress that for a transmission probability different from a
step function, giving a smaller maximum power, the
corresponding efficiency can reach a larger fraction of
nc. The efficiency at maximum power is ultimately
bounded by the Curzon-Ahlborn limit of 7.-/2, obtained
for a §-function 7 () in the limit 7 — 1, ¢pg = x for which
the maximum power approaches zero.

To obtain the maximum power of our interferometer we
perform a numerical optimization of P, in Eq. (6) over
0<7<1,0<L ¢y <7 wy and A for a given background
temperature 7. In this way, we find that the maximum
power becomes largest for = =0.61 and ¢y = 0.52x,
together with wy = 1.17kzT and A = 24.2kgT. For these
particular parameters, we have P, = 0.285(kgAT)?/h,
which reaches 90% of the optimal value. The corre-
sponding efficiency at maximum power is given by
Nmax p = 0.29n¢, which is 83% of its upper bound. We
thus have that our heat engine outperforms the previously
suggested Mach-Zehnder heat engine [35], with a linear-
in-energy dependence of the phase a(®) « @ due to arm-
length asymmetry, by a factor of 2 in terms of power
output and by a factor of 3 in terms of the efficiency at
maximum power.

We point out that the obtained value of ¢ is close to /2,
identified as ideal from the qualitative analysis above. The
optimal value of 7 corresponds to a ripple magnitude
R~0.01, and a roll-off Aw~0.114A, indicating that a
smooth pass and stop band is more important for an optimal
device performance than the transition width. Moreover,
the maximum power and the efficiency at maximum power
for the obtained 7 = 0.61 and A = 24.2kpT are plotted as
functions of ¢, and wy/kgT in Fig. 3, displaying broad
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FIG. 3. (a) Maximal power in units of Py, = (kzAT)?/h (left)
and efficiency at maximum power in units of 77 (right) as functions
of ¢y and @,. Parameters are A = 24.2kpT and 7 = 0.61.
(b) Maximum power in units of P, and efficiency at maximum
power in units of ¢, as a functions of dephasing strength 0 < e < 1
and (c) effective arm length difference ALkgT/(hvp).

parameter regions with large P, and #,,x p around oy =
1.17kgT and ¢pg = 0.527.

Dephasing and path-length difference.—A key question
is how robust the obtained results are to possible deviations
from optimal conditions, most importantly due to dephas-
ing effects and unequal path lengths. Dephasing, the loss of
phase coherence for electrons traversing the interferome-
ters, has been investigated in depth for Mach-Zehnder
interferometers [60—66]. Adapting here a qualitative model
[67,68], treating dephasing as phase averaging or equiv-
alently, via coupling of the interferometer to a dephasing
probe, we can write the total phase as ¢y = ¢y + 5¢b, a sum
of a constant, controllable part ¢, and a randomly fluctu-
ating part 6¢p. The 2z-periodic distribution of the fluctuat-
ing part is p(6¢) = (1/2n)e/[2 — € —2V/1 — e cos(5¢)],
where 0 < € < | characterizes the strength of the dephas-
ing. We note that for a Mach-Zehnder interferometer
without the capacitor the visibility of the phase oscillations
[69] is V1 —¢; ie., the observed 90% visibility [29]
corresponds to € = 0.2.

The transmission probability in the presence of dephas-

ing, 7 gepn(e = [dopp(6¢)T (w, ¢y), is given by
T geph(@) = V1 = €T (0, ) + (1 — V1=¢)/2; (8)

i.e., dephasing effectively suppresses the energy depend-
ence of the transmission probability. Performing a

numerical optimization of the maximum power and effi-
ciency at maximum power in the presence of dephasing we
find, see Fig. 3, that P, and #,,,, p decrease slowly, close
to linearly with increasing dephasing strength €. Hence, the
predicted thermoelectric effects are robust to moderate
dephasing. Moreover (not shown), the parameters giving
optimal performance are largely unaffected by the dephas-
ing. Note that for relevant parameters 7 > 0.1 and a
capacitor’s circumference much shorter than L; + L,,
the additional dephasing inside the capacitor is small
compared to the overall interferometer dephasing and
hence neglected [70]. We stress that for complete dephasing
e = 1, we have 7 (w, ¢y) = 1/2, independent on energy o
and ¢, and hence zero thermoelectric response as expected
from a heat engine operating only due to quantum
interference.

Unequal interferometer arm lengths, AL =1L,—
(L, + L) # 0, can formally be incorporated in the trans-
mission probability 7 (w) in Eq. (1) by changing
do = ¢o + wAL/(hvp). The result of a numerical opti-
mization of P, and 7. p (for zero dephasing, ¢ = 0) is
shown in Fig. 3. Interestingly, by tuning AL ~
0.35hvp/(kgT) it is possible to marginally increase the
thermoelectric performance. For AL ~ —0.1Avp /(kzT) the
maximizing level spacing diverges, A/kzT — oo, while for
AL ~ hop/(kgT) the optimizing transmission reaches 7 =
1 (or 7=0) and we recover the Mach-Zehnder result
of Ref. [71].

Summary.—We have proposed a heat engine operating
uniquely due to quantum-mechanical interference and
derived fundamental limits on its maximal output power
and efficiency at maximum power. We have suggested an
experimentally feasible realization based on an electronic
Mach-Zehnder interferometer with a side-coupled meso-
scopic capacitor. The setup saturates the general power and
efficiency bounds at 90% and 83 %, respectively. Driven by
a realistic temperature bias of 50 mK, it can deliver a
current of 0.1 nA together with an output power of 0.2 fW.
Our findings contribute significantly to the fundamental
investigations of quantum coherence in the performance of
thermodynamic devices [72] and provide a means for
harnessing quantum interference for experimentally opti-
mizing nanoscale heat engines.
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