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We present a multiaperture analyzer setup for performing x-ray phase contrast imaging in planar and
three-dimensional modalities. The method is based on strongly structuring the x-ray beam with an
amplitude modulator, before it reaches the sample, and on a multiaperture analyzing element before
detection. A multislice representation of the sample is used to establish a quantitative relation between
projection images and the corresponding three-dimensional distributions, leading to successful tomo-
graphic reconstruction. Sample absorption, phase, and scattering are retrieved from the measurement of five
intensity projections. The method is tested on custom-built phantoms with synchrotron radiation: sample
absorption and phase can be reliably retrieved also in combination with strong scatterers, simultaneously
attaining high sensitivity and dynamic range.

DOI: 10.1103/PhysRevLett.118.243902

Conventional radiography is based on the attenuation of
x rays for generating contrast. In x-ray phase-contrast
imaging (XPCI) [1,2], additional contrast mechanisms,
generating from the phase shifts imparted to the beam by
the sample, contribute to the image formation process. This
can improve the visibility of a large variety of details and its
applications span across many different fields, encompassing
materials science, security, biology, and medicine. Among
various implementations with which it is possible to obtain
x-ray phase-contrast images [3–18], we focus here on edge
illumination (EI) [19]. EI can provide quantitative attenu-
ation, phase [20] and dark-field [21] representation of a
sample, and can be adapted for use with synchrotron
radiation, microfocus tubes, and conventional rotating
anode sources with extended focal spots [22,23]. It exhibits
negligible requirements in terms of temporal or spatial
coherence [24,25], provides high sensitivity [26–28], is
robust against mechanical and thermal instabilities
[29,30], and enables low-dose implementations of XPCI
in planar and three-dimensional imaging [31,32].
We introduce here a multiaperture analyzer setup for

performing EI in situations where very wide angular
ranges must be explored, for example, in the presence of
strong scatterers. Through experimental tests on custom-
built phantoms, we show that refraction can be accurately
retrieved independently from the presence of large amounts

of scattering. Two spatial resolutions are investigated,
showing that the retrieved signals are independent from
this parameter. A simple model based on a multislice
representation of the sample enables the reconstruction of
the three-dimensional images. The method retrieves
absorption, refraction, and dark-field images, simultane-
ously providing high sensitivity and large dynamic range
for both planar and three-dimensional XPCI applications.
These proof-of-principle experiments are performed using
monochromatic synchrotron radiation; however, EI meth-
ods can be successfully implemented also using rotating
anode x-ray tubes with extended focal spots.
The experimental setup is sketched in Fig. 1(a). The beam

from a bending magnet source is monochromatized with a
double Si (111) crystal and then shaped by a narrow aperture,
before it impinges on the sample. It is then analyzed by a set of
apertures positioned immediately before a digital detector. In
order to achieve different levels of illumination, the detector
and the detector apertures are scanned along the y direction.
The data collected with each detector exposure result in a
single line of pixels, and a 2D image is built by scanning the
sample along the y direction and exposing multiple times.
The illumination function (IF) describes how the

detected intensity varies depending on the relative dis-
placement ȳ between presample and detector apertures. By
using a geometrical optics model, the intensity measured at
the detector is described as a convolution between the IF
LðȳÞ and the object function Oðx; yÞ:

IðȳÞ ¼
Z

Lðȳ − yÞOðyÞdy: ð1Þ
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Transmission, refraction, and scattering properties of the
sample were retrieved by using a multi-Gaussian model for
the IF [21]:

IðȳÞ ¼
X
m

X
n

Amn exp

�
−
ðȳ − μmnÞ2

2σ2mn

�
; ð2Þ

where LðȳÞ¼P
nðAn=

ffiffiffiffiffiffiffiffiffiffi
2πσ2n

p
Þ exp½−ðȳ−μnÞ2=2σ2n�, (n ¼

1…N), and OðȳÞ ¼ P
mðAm=

ffiffiffiffiffiffiffiffiffiffiffi
2πσ2m

p
Þ exp ½−ðȳ − μmÞ2=

2σ2m�, (m ¼ 1…M). The parameters are defined as
follows: μmn ¼ μm þ μn, σ2mn ¼ σ2m þ σ2n, and Amn ¼ AmAn

ð1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2mn

p
Þ. We note that beam absorption and refraction

can be both included in the object function OðyÞ as a
multiplicative factor t and a shift ΔyR of the center of the
distribution, respectively. In this formulation, a purely
absorbing object is represented by a Dirac’s delta function
centered in zero and multiplied by a factor t, which
indicates the transmitted to incident intensity ratio. If the
sample is also refracting, the delta function is shifted
OðyÞ ¼ tδðy − ΔyRÞ; thus, the effect on the IF is a
reduction in the transmitted intensity by the factor t plus
a ΔyR shift due to refraction. In the case of a sample
exhibiting also dark-field contrast, the object functionOðyÞ
has a finite width and the presence of the sample results in a
broadened IF.
Phase images can be obtained by numerical integration of

the refraction images by taking into account that the angle
α ¼ ðλ=2πÞ∂yΦðx; yÞ is proportional to the gradient of the
object’s phase shift Φðx; yÞ, where λ is the wavelength. In
the case of a parallel beam geometry, the refraction angle
is measured as the ratio between the relative shift of the IF
and the sample-to-detector distance α ¼ ΔyR=zsd.
A thick sample can be represented with a multislice

approach, by separately considering the subsequent effect
of thin sections along the beam axis. We define Ok a thin
but finite thickness Δz section of the object along z. The
entire object is obtained by the sum of its sections (with
k ¼ 1…K) and its extent along z is given by Zo ¼ ΔzK.
The intensity measured at the detector can then be
expressed in terms of the contributions from separate layers

IðȳÞ ¼ ðL ⊗ OÞðȳÞ ð3Þ

¼ ðL ⊗ O1 ⊗ O2 ⊗ … ⊗ OKÞðȳÞ; ð4Þ

where the more compact notation ⊗ was used for con-
volution. Let us consider, for simplicity’s sake, a single-
Gaussian model for the object’s section functions Ok.
In this case, the entire object function OðyÞ ¼ ðO1 ⊗ O2

⊗ … ⊗ OKÞðyÞ is still a Gaussian, with mean μO ¼P
K
1 μk, variance σ2O ¼ P

K
1 σ2k, and amplitude AO ¼

ð1=
ffiffiffiffiffiffiffiffiffiffiffi
2πσ2O

p
ÞQK

1 Ak; this is now expressed as a function
of the contributions from the individual thin layers. The
intensity transmitted by the entire object becomes

t ¼
YK
1

Ak ¼
YK
1

e−ð4πβkΔz=λÞ ð5Þ

and a similar result is obtained for the refraction

ΔyR ¼
XK
1

μk ¼ −zod∂y

XK
1

δkΔz; ð6Þ

where δ is the decrement from unity of the material’s
refractive index, β its imaginary part, and Φk ¼
−ð2π=λÞδkΔz is the phase shift introduced by the kth
object’s layer. If the section thickness Δy is small enough
to allow a transition to the continuous formulation, we
obtain

t ¼ e−ð4π=λÞ
R

βðzÞdz; ð7Þ

ΔyR ¼ −zod∂y

Z
δðzÞdz; ð8Þ

and, similarly, for the dark-field signal

σ2O ¼
Z

σ2ðzÞdz: ð9Þ

Along with absorption and phase, also the dark-field signal
σ2O can be cast as an integral along the beam path. By

FIG. 1. Experimental setup (a): monochromatic synchrotron radiation is shaped to a narrow beam by a simple aperture before the
sample. It is then analyzed by a set of apertures before detection. 2D images are built by scanning the sample along y. Simulated (solid
line) and experimental (circles) illumination functions (b): an approximate Si (111) rocking curve is also plotted (dashed line) for
comparison (20 keV).
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collecting a number of different views while rotating the
sample around the y axis, the three-dimensional distribution
of the width of the object function σ2ðx; y; zÞ can be
calculated by means of the inverse radon transform or the
filtered back projection algorithms, as is routinely done in
computed tomography (CT). Similar expressions, for the
behavior of the object’s scattering distribution as a function
of the object’s thickness, were obtained in the context
of other approaches for performing x-ray phase-contrast
imaging [33–36].
The experiment was performed at the SYRMEP beam line

(Elettra Sincrotrone Trieste, Italy). The presample slit was
40mm along x and its aperture along ywas set at 20 μm. The
detector apertures were 23 μm and arranged at a regular
periodof79 μm.Thebeamenergywas 20keV, the presample
aperture was at about 22 m from the source, the sample stage
was at 26 cm from the aperture and the analyzer and detector a
further 2.5mdownstream. The detectorwas aCCD (Photonic
Science, UK) with a pixel size of 12.5 μm.
Five terms were retained for the IF (N ¼ 5) and the

scattering distribution was assumed to be Gaussian (M ¼ 1).
The three parameters representing absorption, refraction, and
scattering were obtained by a pixel-wise nonlinear fit [30]
comparing the intensities recorded with and without the
sample. For image acquisition, the IF was sampled in five
positions with f�24;�12; 0g μm displacement with respect
to the position of maximum intensity in the central slit of the
analyzer, with an exposure of 400 ms each.
The phantom used for planar imaging was composed

of an acrylic cylinder, density 1.18 g=cm3 and radius

1.45 mm, and a step wedge made of paper. Paper was
chosen because it contains features on awide range of scales,
extending to submicron [37]. Amelamine sponge prismwas
used to experimentally measure the dependency of the dark-
field signal upon thickness. Monodisperse borosilicate
microspheres with diameters of 5, 10, and 12 μm were
embedded into an acrylic support for CT acquisitions. A
plastic scaffold was used to test the three-dimensional
reconstruction on a phantomwith amore complex geometry.
The data were recorded at a pixel size of 12.5 μm and

subsequently binned in such a way that the integrated
intensity going through a single aperture in the analyzer
was combined in a single image line. In radiography image
mode, the sample was scanned along y in 15 μm steps
to build up a two-dimensional image. 600 views were
acquired with 0.3° angular step for CT.
The experimental IF is compared to a numerical simu-

lation [38] that incorporates all the experimental parame-
ters, with a good match that can be seen in Fig. 1(b). This IF
is taken as the reference one, and subsequently used for the
retrieval of the sample images. The approximate rocking
curve of a Si (111) crystal at the energy of 20 keV is also
plotted in Fig. 1(b), for a visual comparison of the
sensitivity curves of the EI and the analyzer crystal based
imaging methods. It is interesting to note that the EI
configuration reported here offers comparable curve width
to that of the crystal analyzer, at least when the (111)
diffraction is exploited in the latter.
In order to investigate the dependence of the retrieved

signals on the spatial resolution, data were analyzed two

FIG. 2. Phantom consisting of a perspex cylinder and a paper step wedge: transmission (a) and (d), phase (b) and (e), and dark field (c)
and (f). The images at high resolution, in panels (a)–(c), can be compared to the images at low resolution, shown in panels (d)–(f). The
profiles reporting the dark-field signal (g) and the phase shift (h) measured along the lines highlighted in the panels (c),(f) and (b),(e),
respectively, show that the spatial resolution does not affect accuracy. A very good match betweeen theoretically expected and
experimentally measured profiles can be observed for the phase image.
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times. In the first case (high resolution) the pixel size was
50 μm × 60 μm while in the second case (low resolution)
the pixel size was 500 μm × 150 μm. These two sets of
data were obtained by binning the raw intensity acquis-
itions, after which the same analysis procedure is applied to
both data sets. The results of this analysis are summarized
in Fig. 2. The effect of lowering the spatial resolution can
be observed by comparing panels (a)–(c) to panels (d)–(f)
in Fig. 2, where the high- and low-resolution images are
reported, respectively. For a quantitative comparison, line
profiles are shown in the (g) and (h) panels of Fig. 2. They
were extracted along the directions highlighted in panels
(c),(f) for the plots in (g) and in panels (b),(e) for the plots in
(h). They represent the dark-field signal measured along the
paper step wedge and the phase signal measured across the
plastic cylinder. The values obtained in the high- and low-
resolution configurations are quantitatively very close to
each other. Moreover, the theoretical phase shift shows a

very good match with the experimentally measured one
(δ ¼ 6.61 × 10−7 and β ¼ 3.34 × 10−10 [39]), even though
the experimental profiles in Fig. 2(h) were extracted from
the portion of the cylinder placed behind the part of the
wedge with strongest scattering. The dispersion of the
retrieved refraction angles, measured in an empty back-
ground region, can be used to estimate the sensitivity of the
imaging system [27,28,40]. By following this procedure,
the high and low spatial resolution configurations gave a
standard deviation of 17 and 5.9 nrad, respectively. The
behavior of transmission and dark-field signal as a function
of thickness were investigated by means of the melamine
sponge. Two line plots are reported in panels (a) and (b) of
Fig. 3. The dark-field signal grows linearly with the sample
thickness, and the expected exponential relationship holds
for the transmission. The dark-field CT result for the
microspheres sample is shown in the inset of Fig. 3(b),
along with the standard absorption CT image again showed
as an inset in Fig. 3(a). The values f0.95� 0.06; 1.10�
0.05; 1.19� 0.08g × 103 μrad2mm−1 were measured for
the f5; 10; 12g μm diameter spheres details, respectively.
Finally, as an example with a more complex geometry, the
image obtained by fusing absorption- and dark-field- CT
reconstructions of a plastic scaffold is shown in Fig. 4. The
two color channels emerge from different sample details,
meaning that they represent different properties of the
sample and can offer a complementary visualization of its
characteristics.
In conclusion, we presented a multiaperture analyzer

setup for x-ray phase-contrast radiography and computed
tomography. The linearity of the dark-field signal with the
sample thickness was experimentally verified and quanti-
tative computed tomography was performed on a custom
phantom made of microspheres embedded into an acrylic
support. The method simultaneously provides absorption,
refraction, and dark-field contrasts. It is based on edge
illumination and it is anticipated that the negligible coher-
ence requirements and the achromatic properties of this

FIG. 3. Quantitative profiles of transmission (a) and dark field (b) extracted from images of the melamine sample. The dark-field signal
σ2 is directly proportional to the sample thickness, as expected. The two insets show CT slices absorption (a) and dark-field (b) images of
the microspheres embedded in acrylic.

FIG. 4. Absorption and dark-field CT of a scaffold in false
colors (absorption: magenta and dark field: cyan), blended. It can
be seen how the two different contrast channels provide a
complementary representation of this complex sample.
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method will be useful for its translation into laboratory-
based instruments. Very good agreement was observed
between theory and experiment for the phase-shift image of
a test sample. Notably, the phase shift was quantitatively
measured to a high degree of accuracy also in the presence
of strong scatterers, showing the simultaneous attainment
of high sensitivity and dynamic range. Finally, as an
example of a complex geometry sample, the images of a
scaffold were presented.
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