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Cell adhesion is an essential biological process. However, previous theoretical and experimental studies
ignore a key variable, the changes of cellular volume and pressure, during the dynamic adhesion process.
Here, we treat cells as open systems and propose a theoretical framework to investigate how the exchange
of water and ions with the environment affects the shape and dynamics of cells adhered between two
adhesive surfaces. We show that adherent cells can be either stable (convex or concave) or unstable
(spontaneous rupture or collapse) depending on the adhesion energy density, the cell size, the separation of
two adhesive surfaces, and the stiffness of the flexible surface. Strikingly, we find that the unstable states
vanish when cellular volume and pressure are constant. We further show that the detachments of convex
and concave cells are very different. The mechanical response of adherent cells is mainly determined by the
competition between the loading rate and the regulation of the cellular volume and pressure. Finally, we
show that as an open system the detachment of adherent cells is also significantly influenced by the loading
history. Thus, our findings reveal a major difference between living cells and nonliving materials.
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Adhesion of cells to an extracellular matrix or another cell
plays a fundamental role in many physiological processes,
such as cell migration, wound healing, cell recognition, and
rigidity sensing [1–5]. The adhesion strength and the rupture
force are the key parameters to characterize cell adhesion.
Consequently, the quantitative measurement of these prop-
erties of adhesive cells is essential for understanding the
fundamental mechanisms of the adhesion-related processes
and phenomena.
With the development of experimental techniques, such as

micropipette aspiration [6–8], atomic force microscopy
[9,10], optical tweezing [11], and microplate manipulation
[12–16], the properties of cell adhesion and cell deform-
ability have been extensively explored experimentally.
Conventionally, the extraction of these properties from
experimental data is mostly based on contact mechanics
models [17,18], the Young-Dupré equation [6,19], or the
model proposed by Brochard-Wyart and de Gennes [20–22].
In these models, cell volume is either assumed to be constant
or totally ignored. However, when cells suffer from large
deformation, cell volume, cortical tension, and hydrostatic
pressure usually change dramatically [23–29] due to the
extensive exchange of water and ions with the environment.
For example, cell volume can increase by 30% during the
mitotic cell rounding from the adherent state [25], and
decrease by 30% under shear stress [26,27]. Cell volume can
also change more than 40% due to osmotic shocks [28,29].
However, in such a nonequilibrium open system, how the
shape and dynamics of adherent cells are affected by the
cellular volume and pressure regulation is still elusive.
To answer this question, we focus on cells adhered

symmetrically between two surfaces (Fig. 1) as frequently

used in atomic force microscope, microplate manipulation,
and micropipette aspiration experiments. One adhesive
surface can be treated as a rigid body, and the other can
be regarded as a cantilever with an equivalent spring
stiffness [Fig. 1(c)]. First, the fixed end of the cantilever
is moved downward d0 to compress a spherical cell with an

FIG. 1. Schematic of cells adhered symmetrically between an
adhesive surface and a cantilever. Panels (a) and (b) show convex
and concave cells observed in experiments (adapted from
Ref. [15] with permission). (c) The deflection of the cantilever
is δ ¼ Fl3=3EI, where F is the force applied by the cell and EI is
the bending stiffness of the cantilever. Thus, the cantilever can be
treated as a spring with a stiffness of k ¼ 3EI=l3 and zero rest
length. In (d) and (e), the cell shape is cylindrically symmetric
and can be described by rðsÞ and zðsÞ, where s is the arc length.
θðsÞ is the tangential angle of the arc length, and θ0 is the contact
angle. So the cell is convex when θ0 < 90° and concave when
θ0 > 90°. ra is the adhesion radius. H is the cell height and H0 is
the separation of the adhesive surface and cantilever. dðtÞ is the
displacement of the fixed end of the cantilever. (f) The loading
and unloading process.
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initial radius of r0 [Fig. 1(f)]. Then, we stop and hold the
cantilever for a duration of tw. After the waiting time tw,
the cell becomes either convex [Fig. 1(a)] or concave
[Fig. 1(b)] due to adhesion, although the cell is always
convex initially. Finally, the cantilever is moved upward at
a speed kd to induce detachment [Fig. 1(f)].
We treat cells as open systems, i.e., water and ions can

pass through the cell membrane passively or actively.
Therefore, the time evolution of the cellular volume V
and the total number of ions n due to the transport of water
and ions are [23]

dV
dt

¼ −LpAeffðΔP − ΔΠÞ; ð1Þ

dn
dt

¼ AeffðJout þ JinÞ; ð2Þ

where Aeff is the effective surface area, i.e., the difference
between the total surface area and the adhesion area. Lp is
the membrane permeability rate to water. ΔP and ΔΠ are
the hydrostatic and osmotic pressure differences, respec-
tively. Jout reflects the ion efflux due to the opening of
passive mechanosensitive channels. Jin describes the influx
of ions through ion pumps that actively pump ions into the
cell. More details of the model are specified in the
Supplemental Material [30].
The cell is surrounded by the cortical layer and cell

membrane. Therefore, both the cortical tension Tcortex and
membrane tension Tm contribute to the total surface tension
Ts, i.e., Ts ¼ Tcortex þ Tm [63,64]. The cortical layer is
modeled as a fluidlike layer with a constant active stress σa
[65]. The stress in the cortical layer σcortex is described by
σcortex ¼ η_εA þ σa [66], where _εA is the strain rate of the
cellular surface area and η is the viscosity of the cortical
layer. Thus, the cortical tension is Tcortex ¼ σcortexhc, where
hc is the thickness of the cortical layer. The membrane
tension is related to the membrane stress σm by
Tm ¼ σmhm, where hm is the membrane thickness. We
can consider an equivalent surface stress σ in these
two layers as Ts ¼ σh, where h ¼ hm þ hc. Therefore,
the surface stress can be determined by σðhm þ hcÞ ¼
σcortexhc þ σmhm. We can use a membrane reservoir model
or a viscoelastic model to describe the membrane stress (see
the Supplemental Material [30] for details), but we find the
results of these two models are qualitatively the same
(Figs. S3 and S5 of Ref. [30]). So we use the reservoir
model for the simulations in the main text.
The force balance yields

2πσhr sin θ ¼ ΔPπr2 þ F; ð3Þ

where θ is the tangential angle of the arc length, r is the cell
radius, and F is the external force applied by the cantilever
(Fig. 1). Notice that F is positive when the cell is stretched.

The contact angle θ0 defined in Figs. 1(d) and 1(e) is
given by the Young-Dupré equation as

Γ ¼ σhð1 − cos θ0Þ; ð4Þ

where Γ is the adhesion energy density between the cell and
substrate. When Γ ¼ 0, Eq. (4) is reduced to θ0 ¼ 0, which
is the situation discussed previously [23]. In general, Γ can
vary with time due to the binding and unbinding of the
ligand-receptor bonds. The time evolution of Γ is (see the
Supplemental Material [30] for details)

dΓ
dt

¼ Γ0k0off

�
1 −

Γ
Γ0

exp

�
aFVe

kBTΓπr2a

��
; ð5Þ

where Γ0 is the equilibrium adhesion energy density when
F ¼ 0, and k0off is the dissociation rate of ligand-receptor
pairs when F ¼ 0. ra is the adhesion radius, a is the
characteristic length of the bond deformation, Ve is the
rupture energy of a single bond [67], kB is Boltzmann’s
constant, and T is the absolute temperature. Notice that at
the steady state (dΓ=dt ¼ 0), the equilibrium adhesion
energy density Γs for nonzero F depends on the external
force, i.e., F ¼ ðkBTΓsπr2a=aVeÞ lnðΓ0=ΓsÞ.
First, we consider the dynamic adhesion with constant

H0 (the end of the cantilever is fixed). Here, we assume Γ0

is very small (weak adhesion) and the waiting time tw
defined in Fig. 1(f) is long enough so that the cell has
already reached the steady state. Then, we suddenly
increase Γ0 to find a new steady state. In this case, the
contact angle θ0 and adhesion radius ra increase with time
[Fig. 2(a), and Fig. S8 of Ref. [30]]. Meanwhile, the tip of
the cantilever moves downward so that cell height H
decreases and F increases until the cell reaches its new
steady state.
For small Γ0, we find the steady cell shape is convex

(θ0 < 90°), but the cantilever can apply a pulling (F > 0) or
pushing (F < 0) force [Fig. 2(a), and Movies S1 and S2 of
Ref. [30]]. For large Γ0, the cell undergoes a transition from
a convex shape to a concave shape as ΓðtÞ increases with
time [light green curve in Fig. 2(a), subplot (II), and Movie
S3 of Ref. [30]], and F changes from a pushing force to a
pulling force. Therefore, there is a critical Γ0, above which
the steady adherent cell is concave (θ0 > 90°). Besides Γ0,
we find the separation between the two adhesive surfaces
H0 can also affect the steady cell shape. The cell is more
likely to be concave for larger H0, as shown in the phase
diagram [Fig. 3(a)].
Interestingly, we find that the steady cell shape depends

not only on Γ0 and H0, but also on the initial cell size r0,
i.e., the radius of the spherical cells in suspension. If we
decrease r0 from 18 μm [Fig. 3(a)] to 10.5 μm [Fig. 3(b)],
another region appears in the phase diagram [dark green
region in Fig. 3(b), and Movie S4 in Ref. [30]], where
the “spontaneous rupture” of cells occurs due to the
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adhesion-induced tension increases. The membrane tension
increases rapidly and its time derivative is diverging at the
time of rupture [dark green curves in Figs. S9(e) and S10(e)
[30]]. In reality, when the tension is bigger than some
critical value, the membrane and cortex will break. Here,
because we did not consider the breakage of the membrane
and cortex in the constitutive law, the membrane tension
will keep increasing before cell rupture. This is similar to
the rupture of red blood cells due to strong adhesion [68].
Mathematically, it indicates that for small cells there is a
critical tension or cell height beyond which no catenoidlike
solution exists [69]. The critical condition for the tension-
induced rupture is given by Eq. (S48) in the Supplemental
Material [30]. In this case, cell height H first decreases and
then increases [dark green line in Fig. 2(b), subplot (III),
and Movie S4 of Ref. [30]]. In contrast, F first increases
and then decreases.
If the cantilever stiffness k decreases from 0.5 N=m

[Fig. 3(b)] to 0.005 N=m [Fig. 3(c)], another region will
emerge in the phase diagram [orange regions in Figs. 3(c)
and 3(d), and Movie S5 of Ref. [30]]. In this case, the cell
collapses to H ¼ 0 when Γ0 is large [inset in Fig. 3(d),
orange region]. This is because under strong adhesion the

cantilever is too soft to sustain the pulling force applied by
the cell. Notably, the cell is easier to collapse for smallerH0

[Figs. 3(c) and 3(d)]. Moreover, when k and H0 are small
enough, the cell may never become concave as Γ0

increases. Instead, the cell will collapse at the convex stage
[the left side of point A in Fig. 3(c)]. In fact, recent
experiments found that when a cell spreads between a
flexible microplate and a rigid microplate, the cell height
can decrease to almost zero [15]. This is similar to but
slightly different from the cell collapse we found here since
the adhesion energy density used in the experiment is
usually not very large and the occurrence of the full
collapse may also be prevented by the resistance of cell
organelles.
Strikingly, when cell volume is conserved during the

spreading, the two unstable states (spontaneous rupture and
collapse) vanish in the phase diagram (Fig. S11 [30]), and it
is very hard for the cells to form a concave shape when k is
small. Therefore, the regulation of cell volume and pressure
directly induces the unique behaviors of spontaneous
rupture and collapse we found here.
Now, we investigate the dynamic detachment of convex

and concave cells. Here, we assume tw is long enough so
that the cell can reach the steady state after tw (Fig. 1).
Then, the fixed end of the cantilever is moved upward with
a speed kd to detach the cell. Here, we neglect the dynamics
of Γ during detachment; i.e., Γ is constant, since we want to
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FIG. 2. Dynamic adhesion of cells adhered to an adhesive
surface and a cantilever. (a) r0 ¼ 18 μm, k ¼ 0.5 N=m;
(b) r0 ¼ 10.5 μm, k ¼ 0.5 N=m; (c) r0 ¼ 10.5 μm, k ¼
0.01 N=m. The parameters H0 and Γ0 used here are marked
by stars in Fig. 3. Other parameters are the same (Table S1 of
Ref. [30]). The subplots show (I) external force F, (II) contact
angle θ0, and (III) cell height H. The red, light blue, and light
green curves represent the dynamic process of reaching the three
stable states: (1) the cell is convex (θ0 < 90°) and F < 0; (2) the
cell is convex and F > 0; (3) the cell is concave (θ0 > 90°) and
F > 0. The dark green and orange curves represent the sponta-
neous rupture and collapse of cells. The color of these curves
corresponds to the color of the phase diagrams in Fig. 3. The
dashed lines in subplots (I) and (II) indicate the lines of F ¼ 0
and θ0 ¼ 90°, respectively.
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FIG. 3. Phase diagrams of cell shapes for various cantilever
stiffnesses k and cell sizes r0. (a) r0 ¼ 18 μm, k ¼ 0.5 N=m;
(b) r0 ¼ 10.5 μm, k ¼ 0.5 N=m; (c) r0 ¼ 10.5 μm, k ¼
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unstable regions (dark green and orange regions). The stars
indicate H0 and Γ0 used in Fig. 2. The blue circles in (b) and (d)
are the theoretical predictions for the critical condition of the
tension-induced rupture [30]. The inset in the orange region of (d)
shows the collapse of the cell as Γ0 increases.

PRL 118, 208102 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
19 MAY 2017

208102-3



focus on how cell volume regulation influences cell
detachment. For convex cells, F first increases and then
decreases slowly after reaching its maximum as the
displacement d increases [Fig. 4(a)]. At steady state, there
are two types of convex cells (F < 0 or F > 0). So F could
be negative or positive initially. However, we find that the
detachment processes of these two kinds of convex cells are
qualitatively the same (Fig. S12 [30]). For concave cells,
however, F is always positive and F decreases as d
increases [Fig. 4(g)], which is very similar to the rupture
of liquid bridges [70–73].
We find that the response of cells greatly depends on the

loading rate kd. If kd is much larger than the speed of water
and ion transport, the flux of water and ions is negligible
and the cell volume is almost conserved [Figs. 4(b) and
4(h)]. In contrast, if kd is comparable to or even smaller
than the speed of water and ion transport, the change of cell

volume is significant and it will greatly influence the
hydrostatic pressure difference, membrane tension, and
contact angle (Fig. 4). Interestingly, cell volume increases
(cell swelling) for convex cells [Fig. 4(b)], while it
decreases (cell shrinkage) for concave cells [Fig. 4(h)]
during detachment. Furthermore, under small kd, the
membrane reservoir can be activated for convex cells
[Fig. 4(e)], since the cell volume (surface area) increases
remarkably. Thus, there are some windings on the curves of
ΔP, Tm, and θ0. Depending on the cell volume change and
kd, the membrane tension Tm could increase or decrease
and it is not monotonic [Figs. 4(e) and 4(k)]. The change
of θ0 [Figs. 4(f) and 4(l)] is inverse to the change of Tm
due to the constraint of the Young-Dupré equation
[Eq. (4)]. Therefore, θ0 is not constant, which indicates
the assumption of constant θ0 used previously [20] might
be invalid if cells are treated as open systems.
For convex cells, the adhesion radius ra first decreases

steadily as d increases and then drops sharply when cell
adhesion begins to rupture [Fig. 4(d)]. Conversely, for
concave cells, ra does not always decrease, but increases
rapidly before the rupture [Fig. 4(j)]. This may be because
convex cells rupture at the contact surfaces, while concave
cells rupture at the necking equatorial section. These
rupture forms are very similar to the rupture of liquid
bridges [74].
Strikingly, our results for the dynamic spreading and

detachment can quantitatively explain many existing exper-
imental data (Fig. S13 [30]). Furthermore, we find the
dynamic detachment of adherent cells also depends on
loading history. To demonstrate it, we assume that the cell
has already reached a steady state, and then we apply the
loading-unloading process in Fig. 1(f) with various waiting
times tw. We find that the force, cell volume, contact angle,
and other variables are very different (Fig. 5). This is
because tw is not long enough. Thus, the cell has not
reached steady state before the cantilever is moved upward.
In fact, the loading-unloading process in Fig. 1(f) is widely
used in experiments [12–15], where the minimum tw
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needed to reach steady state can be affected by many
factors, such as loading speed kc, compression depth d0,
cell size, and cell type. Therefore, if tw is not long enough,
the mechanical response of cells in different experiments
may not be comparable to each other.
In conclusion, we treated cells as open systems and

studied how cell volume and pressure regulation influence
the shape and dynamics of adherent cells. Our work showed
that the mechanical response of living cells significantly
depends on the complex interplay of cell volume change,
loading rate, and loading history. Therefore, water and
ion exchange with the environment is an essential factor
that discriminates living cells from nonliving materials.
Our findings may also have important implications for
other biological processes accompanied by significant cell
volume changes, such as mitotic cell rounding, cell defor-
mation due to external forces, and haptotaxis or durotaxis
induced by heterogeneous adhesion energy density or
substrate stiffness.
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