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Two-dimensional materials provide a unique platform to explore the full potential of magnetic
proximity-driven phenomena, which can be further used for applications in next-generation spintronic
devices. Of particular interest is to understand and control spin currents in graphene by the magnetic
exchange field of a nearby ferromagnetic material in graphene–ferromagnetic-insulator (FMI) hetero-
structures. Here, we present the experimental study showing the strong modulation of spin currents in
graphene layers by controlling the direction of the exchange field due to FMI magnetization. Owing to
clean interfaces, a strong magnetic exchange coupling leads to the experimental observation of complete
spin modulation at low externally applied magnetic fields in short graphene channels. Additionally, we
discover that the graphene spin current can be fully dephased by randomly fluctuating exchange fields. This
is manifested as an unusually strong temperature dependence of the nonlocal spin signals in graphene,
which is due to spin relaxation by thermally induced transverse fluctuations of the FMI magnetization.
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The use of the spin degree of freedom of electrons is
poised to revolutionize next-generation devices for logic [1]
and memory [2] applications. The manipulation of a spin
current, using either a small electric or magnetic field, is the
essential operation of such a device and is required to
exploit the full versatility of spin-related phenomena. Spins
in graphene are of particular interest because of the fact that
spins can propagate over large distances due to small spin-
orbit (SO) coupling and negligible hyperfine interaction
[3,4]. However, the absence of a strong SO field in
graphene also means that spins in graphene cannot be
manipulated by an external applied electric field [5]. In
general, spins in graphene are manipulated by an out-of-
plane magnetic field [6,7], known as Hanle spin precession,
requiring large fields which are not viable for applications.
An alternative route for efficient spin manipulation is to use
the magnetic proximity effect of an adjacent ferromagnetic
insulator (FMI). Two-dimensional (2D) materials, like
graphene, provide a unique platform to explore the prox-
imity-induced phenomena, as these effects are expected to
be the strongest in 2Dmaterials. There has been a great deal
of interest to study the proximity-effect-induced changes in
the electrical [8], optical [9,10], and spin [11] related
properties of low-dimensional materials. This research
direction is further propelled by recent progress in the
experimental techniques to assemble clean van der Waals
heterostructures of 2D materials or mechanically transfer
2D samples onto arbitrary materials [12,13]. Recently,
magnetic proximity effects in graphene-FMI heterostruc-
tures has been explored by charge transport measurements:

(i) the demonstration of ferromagnetism in graphene
coupled to yttrium iron garnet (YIG) [14] and (ii) large
magnetic exchange fields experienced by charge carriers in
graphene/EuS heterostructures [15]. Undoubtedly, these
studies have established the presence of strong magnetic
coupling across the interfaces of graphene and FMI
materials, opening the doors for studying spin currents
in graphene under the influence of a magnetic proximity
effect [16]. In particular, bilayer graphene is a system of
choice for exploring these experiments due to the long spin
diffusion lengths and spin lifetimes [17–19], electric-field-
induced band gap engineering [20], and the feasibility of
electric-field-driven spin rotation [21].
In this Letter, we report the complete modulation of spin

currents in bilayer graphene using the static and/or fluc-
tuating components of the magnetic exchange field of an
adjacent ferromagnet in a graphene-FMI heterostructure.
For the control of spin currents by a static exchange field,
we employ a bilayer graphene lateral spin valve device on a
YIG substrate and modulate the spin current in graphene by
changing the direction of the YIG magnetization. A strong
interfacial magnetic exchange coupling leads to the exper-
imental observation of complete spin modulation in short
graphene channels and at low magnetic fields. In addition,
we discover that the spin current can be fully modulated by
randomly fluctuating exchange fields. This is manifested as
an unusually strong temperature dependence of the non-
local spin signals, compared to the weak temperature
dependence typically observed for graphene on nonmag-
netic substrates [3,22]. We attribute this to spin relaxation
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by thermally induced transverse fluctuations of the YIG
magnetization. These studies establish a lower bound on
the magnetic exchange field to be ∼1 T.
We choose YIG for the ferromagnet, because it is an

insulator, has a high Curie temperature, is chemically stable
under ambient conditions, and is magnetically soft [23,24].
To prepare clean heterostructures of graphene-YIG, we
employ a dry transfer technique [13,25] as discussed in
Supplemental Material [26]. The optical image of the
hexagonal boron nitride (h-BN)/graphene stack on YIG is
shown in Fig. 1(a), where thin h-BN is highlighted by black
dotted lines. The AFM topography of the h-BN/graphene/
YIG surface is depicted in Fig. 1(a) with the clean interface.
In this structure, the h-BN serves as the tunnel barrier for spin
injection into graphene [25]. Figure 1(b) shows the optical
image of the device where the graphene and h-BN flakes are
outlined with red and black dotted lines, respectively.
First, we establish the spin transport in a bilayer graphene

channel (2.1 μm long and 2.2 μm wide) on YIG by meas-
uring the nonlocalmagnetoresistance (MR).While sweeping
an in-plane magnetic field, along y-axis in Fig. 2(a), we
record the nonlocal voltage signal (VNL). Figure 2(b) shows
RNL (RNL ¼ VNL=I) as a function of the in-plane magnetic
field. The schematic of the experiment, to demonstrate
control over spin currents in graphene by a magnetic
proximity effect, is shown in Fig. 2(a). To modulate the spin
signal in graphene, we align the magnetization of electrodes
E2 and E3 in either a parallel (P) or antiparallel (AP)
configuration and apply a fixedmagnitude of magnetic field,
BROT ¼ 15 mT, in the plane of the graphene. Note that this
magnetic field is smaller than what is required to change or
switch the electrode but large enough to saturate the YIG
magnetization [19]. Thismagnetic field is rotated in the plane
of the graphene by angle θ. Figure 2(c) shows RNL as a
function of θ for the P configuration (blue circles) and AP
configuration (red circles). We observe a clear modulation
of the nonlocal signals for both P and AP configurations.
To calculate the net change of the observed signal, we show
in Fig. 2(d) the differential RNL between the P and AP

configurations. The change in spin signal due to the con-
trolled change of the YIG magnetization direction can be
defined as δR ¼ Rðθ ¼ 0°Þ − RðθÞ=Rðθ ¼ 0°Þ, and one
would expect to have maximum dephasing of the spins
for BROT applied at θ ¼ 90°. This is indeed what we observe
as the nonlocal MR signal goes to zero for a magnetic field
applied at θ ¼ 90° and corresponds to 100% modulation.
In other words, when the YIG magnetization is transverse to
the injected spin polarization, there is a complete dephasing
of the injected spins in the graphene channel.
By performing control experiments, we show that this

modulation is primarily due to the proximity exchange field
Bex (∼MYIG), originating from quantum mechanical inter-
actions of the carriers in graphene with the YIG magneti-
zation, as opposed to a direct effect of the external field
BROT. One possible effect of BROT is to tilt the Co
magnetizations asymmetrically to reduce RNL. This effect
is ruled out through anisotropic magnetoresistance mea-
surements of the Co electrodes [34,35], as discussed in
Supplemental Material [26]. The other possible effect of

FIG. 1. (a) Optical image of an h-BN/graphene stack on a YIG
substrate. Inset: Atomic force microscopy image of the h-BN/
graphene/YIG heterostructure surface after vacuum annealing.
(b) Optical image of the completed spin valve device. The red and
black dotted lines in (a) and (b) outlines the graphene and h-BN
tunnel barrier boundaries, respectively.

(a) (b)

(c) (d)

FIG. 2. Spin signal modulation in graphene coupled to a YIG
substrate at 15 K. (a) Schematic of the experiment used to
demonstrate spin current modulation in graphene. A magnetic
field (BROT) applied at different θ defines the YIG magnetization
(MYIG) relative to the magnetization of Co injector/detector
electrodes (or injected spin polarization in graphene). (b) The
measured non-local MR signal in a graphene spin valve on YIG.
The blue and red arrows represent the relative magnetization
direction of injector (E2) and detector (E3) electrodes. (c) Non-
local MR signal measured as function of BROT magnetic field
direction (θ). A fixed BROT ¼ 15 mT is applied in the YIG plane.
The blue and red filled circles show the measured data for parallel
and anti-parallel configuration of the injector/detector electrodes,
respectively. (d) Differential non-local MR between the parallel
and anti-parallel data from (c) as a function of θ, showing that for
θ ¼ 90°, the signal goes to zero which indicates a complete spin
dephasing.
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BROT is the direct interaction with the carriers in graphene
to dephase the spin polarization via Hanle spin precession.
Indeed, with the presence of a proximity exchange field, the
Hanle spin precession should be governed by the total
magnetic field Btotal ¼ Bex þ BROT. The relative impor-
tance of Bex and BROT can be determined by performing
angular scans (θ) for different magnitudes of BROT. If Bex
dominates, there should be very little dependence on
jBROTj, because MYIG is fully saturated for fields higher
than a few mT [26] and Bex is proportional to MYIG. If the
direct interaction of BROT dominates, then the modulation
should become stronger with increasing jBROTj. Figure 3(a)
shows the angular scan of RNL vs θ for different values of
jBROTj from 6 to 18 mT. The most striking feature is the
similarity of all the curves, which show full modulation
even for the lower applied magnetic fields. This indicates
that the modulation is dominated by the proximity
exchange field. We further test this conclusion by perform-
ing the same measurement of a control sample consisting of
a bilayer graphene spin valve on a SiO2=Sið001Þ substrate.
The measured nonlocal MR signal is shown in Fig. 3(b).
The nonlocal signal as a function of θ for different values of
jBROTj, measured for both parallel and antiparallel con-
figurations of injector or detector electrodes, is shown in
Fig. 3(c). Clearly, we observe a highest modulation of only
a few percent (∼10%) in contrast to the 100% modulation
when graphene is placed on a YIG substrate. Furthermore,
we have also carried out a spin modulation experiment on
another control sample, wherein graphene is separated from
YIG by a thin h-BN (gra/h-BN/YIG) and we do not observe
nonlocal spin signal modulation more than a few percent
(see Supplemental Material [26]). Thus, for graphene on a

nonmagnetic substrate, the modulation by BROT is much
weaker and has a strong dependence on the magnitude of
the field consistent with the Hanle effect.
Next, we study the temperature dependence of a spin

signal in the graphene channel coupled to YIG, which
reveals a new mechanism for spin relaxation due to
fluctuating proximity exchange fields. The magnitude of
the measured MR signal (ΔRNL) is defined as the difference
of RNL between the parallel and antiparallel configurations
[Fig. 2(b)], and the measured value is approximately
0.22 Ω at 15 K. Then, we measure ΔRNL at different
temperatures, and the observed data are shown in Fig. 4(a).
The spin signal in graphene on a nonmagnetic substrate
normally has a weak temperature dependence and
decreases approximately by a factor of 2 (or so) going
from 10 K to room temperature [22,36,37]. However, as
clearly seen from Fig. 4(a), we observe that the spin signal
rapidly decays as the temperature increases and completely
disappears at ∼230 K. Because the nonlocal spin signal is
known to be dependent on the graphene resistivity ρ and the
interfacial contact resistances of the electrodes [3], we first
check whether these can account for the observed temper-
ature dependence ofΔRNL. The temperature dependence of
the graphene sheet resistance (or resistivity) on YIG is
shown in Fig. 4(b) and is similar to what has been widely
reported for graphene on other nonmagnetic substrates
[12,22,38,39]. We also point out that the interfacial contact
resistances of both injector and detector electrodes stay
constant over the measured temperature range as shown in
Fig. 4(c). This rules out that the strong temperature-
dependent decay of the spin signal is merely due to changes
in ρ or the contact resistances. Additionally, we have
measured the temperature dependence of MR signals in
the gra/h-BN/YIG control sample (Supplemental Material)
and did not observe a strong temperature dependence [26].
In the following, we argue that the observed temperature
dependence of the MR spin signal in graphene-YIG can be
explained by the electron spin dephasing in graphene due to
the random transverse magnetization fluctuations of the YIG
film. To qualitatively understand this unusual temperature
dependence of the spin signal, we consider the interaction
between conduction electrons in graphene and the magneti-
zation of YIG. The terms in the Hamiltonian associated with
the conduction electron spins are given by

He ¼ AexgeμB~Se · h ~Mi þ geμB~Se · ~Bapp

¼ geμB~Se · ðh~Bexi þ ~BappÞ
¼ geμB~Se · h~Beffi; ð1Þ

where Aex is the proximity-induced exchange coupling
strength between YIG and graphene, ~M is the YIG magneti-
zation, and h~Bexi ¼ Aexh ~Mi is the effective exchange field.
The averaging h…i is over the ensemble of magnetic
moments in YIG that are in proximity with graphene. At a
finite temperature, ~M in YIG fluctuates, which in turn causes

(a) (b)

(c)

FIG. 3. Dependence of spin signal modulation on the magni-
tude of BROT. (a) Spin signal modulation, RNL½P − AP�, for BROT
ranging from 6 to 18 mT for a graphene device on YIG shows that
the spin signal modulation is independent of the magnitude of
BROT. (b) Non-local MR signal for a bilayer graphene on a non-
magnetic SiO2=Si substrate with the relative magnetization
orientations of the electrodes denoted by the red and blue arrows.
(c) Spin signal modulation as function of θ for a graphene device
on SiO2=Si at different applied BROT fields between 6 and 15 mT
for both parallel and anti-parallel configurations.
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the proximity exchange field in graphene to fluctuate as well.
For an electron traveling through graphene, the time and
spatial variation of the magnetization in YIG results in a
varying effective magnetic field acting on the electron spin.
This varying effective magnetic field can be modeled
as a time-dependent, randomly fluctuating magnetic field
~BexðtÞ ¼ h~Bexi þ Δ~Bex. Previous theoretical work had pre-
dicted that the randomly fluctuating magnetic field can cause
extra spin relaxation [40,41] and has been used to explain spin
transport phenomena in graphene decorated with paramag-
netic hydrogen adatoms [42]. Furthermore, the fluctuation
strength of YIG magnetization is expected to be temperature
dependent. As a result, the spin relaxation rate caused by the
magnetization fluctuation should be temperature dependent
as well. In the following, we use the above model to
understand the observed temperature dependence data. For
nonlocal geometry [Fig. 2(a)], the injected spin polarization,
the appliedmagnetic field, and the effective exchange field lie
along the same axis (y axis in our case). The spin relaxation
rate induced by the random fluctuating field is given by the
longitudinal spin relaxation term:

1

τex1
¼ ðΔBtrÞ2

τc

1

ðBapp;y þ B̄ex;yÞ2 þ ðγeτcÞ−2

≈
ðΔBtrÞ2

τc

1

ðB̄ex;yÞ2 þ ðγeτcÞ−2
; ð2Þ

where ðΔBtrÞ2 ¼ ðΔBex;xÞ2 þ ðΔBex;zÞ2 is the fluctuation of
the exchange field in the transverse direction, Bapp;y is
ignored as B̄ex;y ≫ Bapp;y, γe is the gyromagnetic ratio of the
electron, and τc is the correlation time of the exchange field
fluctuation defined as Δh~BexðtÞ · ~Bexðt− t0Þit ∝ expð−t=τcÞ.
The exchange field fluctuation in graphene should be
strongly associated with the magnetization fluctuation
of YIG. At a finite temperature, thermally driven magneti-
zation fluctuations suppress the equilibrium magnetization
from the saturated 0 K value. Assuming that transverse
magnetization fluctuations in YIG are responsible for the
reduction of M with increasing temperature, we can rewrite
Eq. (2) as

1

τex1
¼ A2

exfðM0Þ2 − ½M̄yðTÞ�2g
τcf½AexM̄yðTÞ�2 þ ½γeτcðTÞ�−2g

; ð3Þ

where M0 is the saturation magnetization of YIG at
0 K, M̄yðTÞ is the temperature-dependent equilibrium mag-
netization in the y direction, and τcðTÞ is the temperature-
dependent correlation time. We extract the temperature
dependence of M̄y from the measured temperature depend-
ence of the saturation magnetization of YIG up to 300 K
[Fig. 4(d)]. A previous study of bulk YIG shows that the
reduction of saturation magnetization follows ∼T3=2 in the
low temperature regime (<25 K), while it follows a ∼T3 in
the higher temperature regime (25–250 K) [43]. We fit the
measured data with both terms and find that the contribution
of the T3 term is minimal. To simplify the spin transport
equation later, we assume that

M̄y

M0

¼ 1 − aT3=2 ð4Þ

and get a ¼ 6.314 × 10−5 K−3=2 from fitting with the exper-
imental YIG magnetization.
To obtain the temperature dependence of the correlation

time, we have adapted a macroscopic picture of local
magnetization fluctuation which has been developed
through the fluctuation-dissipation theorem and had suc-
cessfully explained the spin Seebeck effect in a Pt=YIG
structure [44–46]. As explained in detail in Supplemental
Material [26], the relationship between the correlation time
and YIG magnetization is

1

τcðTÞ
¼ αffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ α2
p ω0 ¼

αγH0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ α2

p ¼ ηMYIGðTÞ: ð5Þ

To simplify the expression of τex1 , we put Eqs. (4) and (5)
into Eq. (3):

1

τex1
¼ A2

exfðM0Þ2 − ½M̄yðTÞ�2g
τcf½AexM̄yðTÞ�2 þ ½γeτcðTÞ�−2g

¼ 1 − ðM̄y=M0Þ2
M̄y=M0

ηðγeAexÞ
ðγeAexÞ2 þ η2

γeAexM0: ð6Þ

(a) (b)

(c)

(d)

FIG. 4. (a) Temperature dependence of non-local MR signal in
a graphene spin valve on YIG, where the red filled squares are
experimental data and the blue solid line is the fitting by a model
based on spin dephasing due to the temperature dependent
transverse magnetization fluctuations of YIG. Inset: Extracted
exchange field as function of correlation time of fluctuating YIG
magnetization. (b) Temperature dependence of graphene sheet
resistance. (c) Temperature dependence of interfacial contact
resistances of the injector (black) and detector (red) electrodes.
(d) Temperature dependence of saturation magnetization (red
filled circles) of the YIG film extracted from magnetization
measurements. The solid blue line is a fitting of the temperature
dependent magnetization data by Eq. (4).
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We define ξðTÞ ¼ ½1 − ðM̄y=M0Þ2�=M̄y=M0, which is
the only temperature-dependent term, and rewrite the whole
equation as

1

τex1
¼ ξðTÞ ηðγeAexÞ

ðγeAexÞ2 þ η2
γeAexM0: ð7Þ

The nonlocal spin signal measured in the graphene
lateral spin valve device can be written as [32,37]

RNL ¼ p1p2RNe−L=λ; ð8Þ

where p1 and p2 are the spin polarizations at the Co/h-BN/
graphene injector and detector junctions, respectively,
λ ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

Dτtotal
p

is the spin diffusion length, RN is the spin
resistance of the graphene channel, D is the diffusion
constant, and τtotal is the spin lifetime of electron spins in
graphene. Apart from the spin relaxation mechanism in
graphene on a nonmagnetic substrate, in our case we have
additional spin relaxation 1=τex1 caused by the YIG mag-
netization fluctuations [Eq. (3)]. Thus, Eq. (8) becomes

RNL ¼ p1p2RNe−Lð1=Dτex
1
þ1=λ2intÞ−1=2 ; ð9Þ

where λint is the spin diffusion length of graphene for the
case of a nonmagnetic substrate. Using Eq. (9), we obtain

RNL ¼ Re−LðξðTÞ=βþ1=λ2intÞ−1=2 ; ð10Þ

where 1=β¼γe=DfηðγeAexÞ=½ðγeAexÞ2þη2�gAexM0. Using
L ¼ 2.1 μm (channel length), we fit the observed temper-
ature dependence of the nonlocal MR signal. The model
fits very well with the experimental data as shown in
Fig. 4(a), from which we can extract R ¼ 0.7015 Ω,
λint ¼ 1.9561 μm, and β ¼ 1.5578 × 10−13 m2.
To calculate the exchange field in graphene at 0 K, we

focus on the β coefficient from the fitting using

Bexð0Þ ¼ AexM0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

D
ηβM0 −D

s
ηM0

γe
¼ 1

γe

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ðβDÞτc − τ2c

s
;

ð11Þ

where τc is the correlation time at 0 K. Assuming a typical
D ¼ 0.015 m2=s for graphene [3,25,37], we plot Bexð0Þ as
a function of different τc as shown in the inset of Fig. 4(a).
Our model gives a lower bound of 1 Tof the exchange field.
We also measure the temperature dependence of the spin
signal modulation and observe a clear 100% signal modu-
lation up to ∼150 K, where we have clear MR signals,
confirming the existence of this magnetic proximity-
induced phenomena at higher temperatures [26].
In conclusion, we have experimentally demonstrated

the full modulation of spins in graphene by employing
the proximity exchange fields present at the interface
of a graphene-FMI heterostructure. The observed strong
temperature dependence of nonlocal MR signals in

graphene spin valves for the first time experimentally
establishes the additional spin dephasing mechanism due
to the magnetic fluctuations in graphene-ferromagnet
systems. We have used this novel observation to extract
a lower bound of the interfacial magnetic exchange field.
The work presented here will further help understand (and
also exploit) the interfacial effects due to the interaction of
spins and magnetization in ferromagnet or nonmagnetic
bilayer systems in general.
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