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Scanning tunneling microscopy has been shown to be a powerful experimental probe to detect electronic
excitations and further allows us to deduce fingerprints of bosonic collective modes in superconductors.
Here, we demonstrate that the inclusion of inelastic tunnel events is crucial for the interpretation of
tunneling spectra of unconventional superconductors and allows us to directly probe electronic and bosonic
excitations via scanning tunneling microscopy. We apply the formalism to the iron based superconductor
LiFeAs. With the inclusion of inelastic contributions, we find strong evidence for a nonconventional
pairing mechanism, likely via magnetic excitations.
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Electron tunneling spectroscopy has turned out to be an
outstanding tool for the investigation of superconductors. A
classic example is the determination of the electron-phonon
pairing interaction in conventional superconductors [1,2].
More recently, quasiparticle interference spectroscopyman-
aged to exploit the local resolution of scanning tunneling
microscopy (STM) to obtain momentum space information
[3–5]. Both examples are based on elastic tunneling theory
[6,7], where one interprets the low-temperature conduct-
ance to be proportional to the electronic density of states
(DOS), including renormalizations of the DOS that occur,
for example, within the strong coupling Eliashberg formal-
ism [8]. An energy dependent coupling to phonons or
electronic collective modes, and the details of these bosonic
spectral features, leads to a renormalization of the electronic
DOS in the form of peak-dip features above the super-
conducting coherence peaks [1]. Such pronounced peak-dip
features have also been observed in cuprate and iron-based
superconductors [9–24]. A frequent interpretation is based
on elastic tunneling theory, in terms of a coupling of
electrons to a sharp spin resonance mode with a frequency
ωres and with the momentum at the antiferromagnetic
ordering vector of the material [25–27].
In an interacting system, the injection of a real electron

may cause both the creation of a fermionic quasiparticle and
the excitation of (bosonic) collective modes as depicted in
Fig. 1. The strength of the interaction is usually crucial for
the relative weight of the low-energy quasiparticle and the
cloud of excitations associated with it. The excitation of the
quasiparticle corresponds to the above discussed elastic
tunneling, while the creation of real collective modes during
the tunneling process corresponds to inelastic tunneling.
In this Letter, we demonstrate that such inelastic

tunneling events can lead to important and observable
modifications of the STM spectrum in unconventional

superconductors. In addition to fermionic excitations that
are visible via elastic tunneling, inelastic tunneling spec-
troscopy can be used to identify the bosonic excitations of
the system. We show that the fine structures seen in LiFeAs
are predominantly due to such inelastic tunneling processes
and thus, evidence of an electronic pairing source. Here,
we analyze electronic pairing where the excitations causing
superconductivity are directly related to the collective
bosonic modes of the electrons themselves (e.g., electron-
spin fluctuations). In the superconducting state, electrons
open a gap Δ in their spectrum. This impacts all collective
excitations of the electrons. In other words, collective spin
and charge degrees of freedom inherit a gap in the bosonic
spectrum below Tc. This behavior is shown in Fig. 2, where
the numerical results for the calculated electronic and spin
spectral functions above and below Tc are shown [28–30].
The spin spectrum inherits a gap ωres related to a resonance

FIG. 1. A sketch of the elastic and inelastic tunneling processes
from the tip (gray) to the band structure of the superconductor. An
inelastic tunneling process involves an intermediate off-shell state
far away from the Fermi surface (marked in red), from which the
electron is scattered inelastically via the emission or absorption of
a boson with frequencyΩ to a state near the Fermi surface (black).
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mode at this energy. If the bosonic glue is made up of such
a gapped spectrum, it will strongly affect the inelastic
tunneling spectrum (much stronger than the elastic one).
An inelastic tunneling event is depicted in Fig. 1. A tip

electron tunnels elastically into a high-energy off-shell state
far away from the Fermi surface, where the electron scatters
inelastically via the emission or absorption of a boson to a
state near the Fermi surface. Inelastic tunneling has been
observed for conventional superconductors in the normal
state [31,32], where it was shown that tunneling electrons
excite bulk phonons since the measured second derivative
of the tunneling turned out to be proportional to the
Eliashberg function [d2I=dU2 ∝ α2FðωÞ], which is given
by the electron-phonon coupling constant α times the
phonon spectrum FðωÞ. This inelastic contribution has
recently been shown to be of importance even in the
superconducting state of Pb films [33]. Furthermore, in the
normal state of the cuprate superconductors, it is well
established that inelastic tunneling channels are present
and, in general, not negligible [10,20,28,34–37]. They give
rise to the frequently observed V shape of the normal state
spectrum, closely tied to an overdamped particle-hole
spectrum, as depicted by the blue curve in Fig. 2. Such

V-shaped background conductances have also been seen in
the iron pnictide superconductors [13,23,24]. In the super-
conducting state, inelastic tunneling was discussed in the
context of the fine structures of the tunneling spectrum that
displayed an isotope effect, suggesting the tunneling via
apical oxygen states [38]. We will show that inelastic
tunneling below Tc can be utilized to narrow down the
pairing mechanism in unconventional superconductors,
where one expects a dramatic reorganization of the pairing
glue spectrum in the superconducting state in contrast to the
electron-phonon coupling case.
If one expands with regards to the usual tunneling matrix

element tk;p between the tip and superconductor [39], the
tunneling current I ¼ Ie þ Ii consists of an elastic and
inelastic contribution Ie and Ii, respectively. Both are of the
same order in tunnelingOðt2Þ, yet the inelastic contribution
may be suppressed in the case of momentum conservation
at the tunneling junction. Following our previous analysis
for conventional superconductors [33], we find for tk;p ≈ t,
appropriate for STM geometries [40] and for a constant tip
DOS the two contributions to the differential conductance
σðUÞ ¼ dI=dU [34,35]

σeðUÞ ¼ −σ0
Z

∞

−∞
dωn0Fðωþ eUÞ~νSðωÞ; ð1Þ

σiðUÞ¼−
σ0

D2ν0S

Z
∞

−∞
dω1dω2g2χ00ðω1Þ~νSðω2Þ½n0Fðω2−ω1þeUÞnBðω1Þ½1−nFðω2Þ�þnFðω2Þ½1þnBðω1Þ�n0Fðω2−ω1þeUÞ

þn0Fðω2þω1þeUÞ½1þnBðω1Þ�½1−nFðω2Þ�þnFðω2ÞnBðω1Þn0Fðω2þω1þeUÞ�; ð2Þ

where U is the applied voltage, σ0 ¼ 4πe2jtj2ν0Tν0S, g the
coupling strength between the electrons and the collective
mode, and ν0S=T are the normal state DOS of the super-
conductor and the tip at the Fermi energy, respectively.D is
some characteristic upper cut off for the bosonic excitation
spectrum characterized by the imaginary part of the
momentum averaged propagator χ00ðωÞ. For a detailed
derivation of these expressions, see the Supplemental
Material [41], where we demonstrate that the distinction

between elastic and inelastic tunneling is due to the fact that
the electronic spectrum is subdivided into a low-energy,
renormalized quasiparticle regime and high-energy off
shell states. Usually, many-body interactions are analyzed
for the renormalized quasiparticle excitations. However,
tunneling processes into off-shell states far away from the
Fermi surface may subsequently relax into states near the
Fermi energy via the emission of a bosonic excitation. This
is a process with a large phase space, as long as the typical

(a) (b) (c)

FIG. 2. Calculated spectra for the spin-fermion model in the normal (blue) and superconducting state (red): (a) Electronic density of
states, (b) Spin spectrum ImχRQðωÞ at the antiferromagnetic ordering vector Q, with the resonance mode occurring at ωres below Tc,
(c) spin spectrum g2χ integrated over the 2-dimensional Brillouin zone.
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bosonic momentum is large. Examples are zone-boundary
phonons or antiferromagnetic fluctuations.
We also point out that the relative phase space for elastic

and inelastic processes depends sensitively on the detailed
tunneling geometry, i.e., whether one considers planar or
point-contact junctions or an STM geometry. STM settings
with poor momentum conservation [40] give large inelastic
contributions.
In the following, we investigate, for a specific model,

how inelastic tunneling affects the tunneling spectra in
unconventional superconductors. We consider the case of a
spin-fermion coupling proposed as an effective model for
various unconventional superconductors [28]. The relevant
collective bosonic degrees of freedom can be written in
terms of a three-component spin vector Sq with a Yukawa-
like electron-boson coupling

Hint ¼ g
Z

dxc†ασαβcβ · S; ð3Þ

with the Pauli matrices σi. We also define the normalized
electronic DOS ~νSðωÞ ¼ νSðωÞ=ν0S, the coupling constant
g, and the dimensionless, integrated spin spectrum
χ00ðωÞ ¼ −3ν0S

R
ddqImχqðωÞ=π. We solve this model self

consistently using the formalism of Refs. [28–30], which
determines the superconducting gap function and the
renormalized electron and spin-fluctuation propagators.
This Eliashberg treatment is well established, and the
coupled set of equations is given in Ref. [30]. The solutions
are displayed in Fig. 2. Recent quantum Monte Carlo
calculations confirmed that this approach is quantitatively
correct as long, as the dimensionless coupling constant is
not much larger than the unity [43].
We first analyze the normal state behavior. At suffi-

ciently low T and for a structureless density of states,
Eq. (2) simplifies to

σiðUÞ ∝ g2
Z

eU

0

dωχ00ðωÞ: ð4Þ

Above Tc the spin susceptibility shows an overdamped
behavior χqðωÞ−1∼ξ−2þðq−QÞ2−ΠQðωÞ with ΠQðωÞ ¼
iγω, where γ ∼ g2=v0S. Here, Q is the antiferromagnetic
ordering vector and ωsf ¼ γ−1ξ−2 the characteristic
energy scale of the boson. For d ¼ 2, it follows
χ00ðωÞ ¼ ð3=2πÞν0S arctan ðω=ωsfÞ, which leads to σiðUÞ ∝
g2U2=ωsf for small voltages (eU ≪ ωsf ) and a linear
dependence σiðUÞ ∝ g2πjUj for eU ≫ ωsf, yielding a
natural explanation for the V-shaped (at low voltages rather
U shaped) spectrum [34,35]. For T > 0, inelastic tunneling
is also present at a finite voltage and therefore increasing
the purely elastic conductance to be larger than σ0 at zero
bias in Fig. 3(c). Note, the same can be achieved within the
bosonic spectrum that underlies the marginal Fermi liquid
approach, where the role ofωsf is played by temperature. As
inelastic tunneling only probes the momentum-averaged
bosonic spectrum it cannot discriminate between these two

scenarios. Within the antiferromagnetic fluctuation theory it
is, however, important that the effective dimensionality of
the spin-excitation spectrum is d ¼ 2. For arbitrary dimen-
sion follows in the regime of eU ≫ ωsf that σiðUÞ ∝ jUjd=2,
a behavior occurs down to the smallest voltages at an
antiferromagnetic quantum critical point, where ωsf → 0,
and may serve to identify the effective dimension of the
spin-fluctuation spectrum in a given system. In Figs. 3(a)
and 3(b), we show the elastic and inelastic conductance
obtained from the solution of the spin-fermion model above
Tc in blue. While the elastic contribution is constant for the
normal state, the inelastic conductance of Fig. 3(b) shows the
expected V-shaped structure. As discussed earlier [36,37],
inelastic processes open up additional tunneling channels
for both the positive and negative biasU. Most important for
our considerations is that the observation of a V-shaped
inelastic contribution in the normal state implies that it
cannot be ignored in the superconducting state, and this
allows for an estimate of its relative contribution.
We now turn to the superconducting state. We solve

the Eliashberg equations for spin-fluctuation induced pair-
ing numerically [44], considering a nodeless pairing state
(see Fig. 2). This is appropriate for several iron based
superconductors with s� pairing. For systems with nodes,
it mostly implies that we should confine ourselves to
frequencies above the superconducting gap, which is the
regime we are interested in anyway. As usual, the sign of
the gap changes between states that are connected by the
magnetic wave vector, and the resonance mode at ωres

(a)

(b) (c)

FIG. 3. Calculated elastic (a) and inelastic (b) contributions
to the conductance both in the superconducting (red) and
normal state (blue). In (c) the total tunneling spectra for different
inelastic tunneling amplitudes are shown. We use 1=ðD2νS0Þ ¼
ð0; 0.2; 0.5; 0.8Þ1=Δ which are reasonable values for systems
with electronic pairing. The tunneling parameters are set such
that the current I at eU ¼ 10Δ is the same for the normal and
superconducting state. The combination of elastic and inelastic
contributions leads to the appearance of a dip feature, primarily
reflecting the reorganization of the bosonic spectral weight below
Tc of the inelastic tunneling contribution.
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naturally occurs within our formalism. We have chosen
our input parameters ωsf and g of the theory in such a way
that the observed gap and spin spectrum agrees well
with the experimental observations [45–48] ωsf ≃ Δ and
ωres ≈ 1.4Δ, where ωres is the resonance mode seen by
inelastic neutron scattering [46,48–50] that has left traces in
other experimental techniques as well [51–53]. We stress
that the key conclusions of our analysis are not affected by
changing the above parameters within reasonable ranges.
In the superconducting state, the following features arise

in the tunneling spectrum: The elastic tunneling contribu-
tion seen in Fig. 3(a) (red curve) is proportional to the
thermally smeared electronic DOS with the gap Δ, the
coherence peak at Δ followed by the usual peak-dip,
strong-coupling features seen at Δþ ωres, that quickly
approaches the assumed constant DOS of the normal state
for higher biases. The inelastic tunneling conductance seen
in Fig. 3(b) (red curve) is gapped by Δþ ωres, as both the
electronic DOS and the bosonic spectrum obtain a gap
below Tc. For voltages of eU > Δþ ωres, the inelastic
differential conductance shows a sharp increase. This
behavior can be traced back to the fact that the spin
spectral weight is shifted from lower to higher energies,
mostly close above the resonance mode at the frequency of
ωres. For our calculations we have chosen our temperature
T ¼ 0.1Δ in the superconducting state and T ¼ 0.5Δ in the
normal state, where Δ is the gap at zero temperature.
Naturally, only the sum σ ¼ σe þ σi is observable in

tunneling experiments. Fig. 3(c) depicts the resulting total
conductance, including the normalization for different
energy cutoffs D. We set the tunneling parameters such
that the current I atU ¼ 10Δ is the same for the normal and
superconducting state. For weak inelastic contributions
(g=D small), the quasiparticle peak at Δ is mainly visible
on top of a small inelastic increase at high energies. Note,
that the conductance in the superconducting state is always
higher than in the normal state outside the gap. The
Eliashberg features of the resonance mode are already
obscured by the inelastic contributions (second curve from
below). If we increase the inelastic tunneling amplitude, we
see that the conductance in the superconducting state is
lowered below the normal state at eU ≈ 2Δ, due to the loss
of spin spectral weight. Note that in the normal state, both
elastic and inelastic contributions are present while in the
superconducting state, there are only elastic contributions
for energies of eU < Δþ ωres [see Figs. 3(a) and 3(b). The
obtained spectra look similar to many measured differential
conductances [10,13–22], especially in the fact that the
superconducting differential conductance dips lie below the
normal state differential conductance above the quasipar-
ticle peak, followed by a V-shaped background conduct-
ance at higher energies.
As a specific example, we compare our theory with

the available experimental data that we consider LiFeAs
from in Refs. [13,54] (see right panel of Fig. 4, where the
black curve is at 2 K and should be compared to the
theoretical predictions in the left panel). In this case, just

like in many high-temperature superconductors, the elec-
tronic spectrum in the normal state is nonflat. Thus already
in the normal state, the elastic conductance shows a clear
energy dependence around the Fermi edge. One way to
treat this is to normalize the experimental spectra with the
normal state conductance. This normalization was used in
Ref. [13]. In Fig. 4(a) we plot the normalized conductance
σnormðUÞ ¼ σscðUÞ=σnc½

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 − ðΔ=eÞ2

p
�, which facilitates

a direct comparison with experiments as the effects of
broken particle-hole symmetry are noticeably reduced.
Even the detailed fine structures above the largest gap
are fully consistent with the behavior seen in our theory,
including inelastic tunneling (note that the experimental
peak in the second derivative appears at energy ≈2.4Δ,
consistent with a neutron resonance mode below 2Δ
[46,48–50]). A significant loss of tunneling spectral weight
can be seen in the superconductor for voltages of
eU < Δþ ωres, especially at eU ≈ 2Δ, along with a
following strong increase of the normalized conductance
due to inelastic contributions from the scattering off of the
resonance mode. In the normalized second derivative, this
gives rise to a peak at eU ≈ Δþ ωres, as also seen in the
experimental data. Note that for the pure elastic theory,
one expects a dip at this position. Thus, we conclude that
inelastic tunneling is present here, and the pairing state of
this system must be sign-changing, corresponding to an
unconventional mechanism for superconductivity with a

FIG. 4. Normalized conductance σnormðUÞ ¼
σscðUÞ=σncð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 − ðΔ=eÞ2

p
Þ (upper panel) and derivative of

the normalized conductance (lower panel). We use the same
values for 1=ðD2νS0Þ as in Fig. 3(c). Left we show our
theoretical results, compared to the STM data of LiFeAs from
Ref. [13] on the right. In the upper right panel, colors indicate
a temperature evolution from 2 K (black) to 16.5 K (red). The
observed fine structures near Δþ ωres require a significant
contribution of inelastic tunneling events. These structures
require an electronic pairing mechanism with pairing glue
gapped below Tc. The signatures of the resonance mode
require a sign changing pairing state.
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pairing interaction that dramatically reorganizes as one
enters the superconducting state. In addition, the obtained
normalized spectrum fits well with the tunneling data for
various other iron based superconductors [13,23,24] and
cuprate superconductors [14,19,20,55], except for the
conductance in the gap region of eU < Δ, due to possible
double gaps or nodes of the gap.
In summary, we demonstrated that a quantitative descrip-

tion of the STM tunneling spectra of unconventional super-
conductors requires the inclusion of both elastic and
inelastic tunneling events. In the latter case, a tip electron
tunnels into an off-shell state and eventually relaxes to the
Fermi energy by exciting a collective mode. This has long
been demonstrated to be of importance in the normal state.
Herewe show that inelastic tunneling events are responsible
for the frequently observed peak-dip features seen in STM
spectra in the superconducting state of iron-based and
cuprate materials. We utilize the fact that inelastic tunneling
is directly related to momentum averaged bosonic excita-
tions and demonstrate specifically that the much discussed
system LiFeAs is governed by an electronic pairing mecha-
nism with a sign changing gap. To this end, we performed
explicit calculations of the elastic and inelastic tunneling
spectrum for a spin-fluctuation induced pairing state that
shows striking similarities with the experimental data. Thus,
inelastic tunneling offers a new spectroscopic approach to
identify and constrain the collective modes that are respon-
sible for unconventional superconductivity.
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