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Three-dimensional extended-magnetohydrodynamic simulations of the stagnation phase of inertial
confinement fusion implosion experiments at the National Ignition Facility are presented, showing self-
generated magnetic fields over 104 T. Angular high mode-number perturbations develop large magnetic
fields, but are localized to the cold, dense hot-spot surface, which is hard to magnetize. When low-mode
perturbations are also present, the magnetic fields are injected into the hot core, reaching significant
magnetizations, with peak local thermal conductivity reductions greater than 90%. However, Righi-Leduc
heat transport effectively cools the hot spot and lowers the neutron spectra-inferred ion temperatures
compared to the unmagnetized case. The Nernst effect qualitatively changes the results by demagnetizing
the hot-spot core, while increasing magnetizations at the edge and near regions of large heat loss.
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Inertial confinement fusion (ICF) experiments of indi-
rectly driven hohlraum implosions of plastic capsules at the
National Ignition Facility (NIF) are considered. These
experiments have observed larger ion temperatures than
calculated by fully integrated three-dimensional simula-
tions [1]. Possible explanations are poor modeling of
perturbation sources, unstagnated plasma Doppler-shifting
the neutron spectra, electron-ion equilibration rates, and
self-generated magnetic fields [1]. Applied magnetic fields
have been shown to reduce hot-spot thermal losses and
increase temperatures in various ICF contexts [2–5].
Self-generated magnetic fields have been measured in
the ablation region of ICF experiments [6,7] and field
generation and amplification has been studied using sim-
ulations of single Rayleigh-Taylor spikes [8,9]. Magnetic
transport at the edge of direct-drive hot spots has also been
studied in two-dimensional simulations [10]. This letter
incorporates self-generated fields into integrated three-
dimensional simulations of the stagnation phase of indi-
rect-drive targets, modeling self-generated magnetic fields
at the hot-spot edge affecting overall target performance
through lowered thermal conduction. Nernst magnetic field
advection and Righi-Leduc heat flow are, however, found
to qualitatively change the hot-spot energy balance and, for
the particular multimode case considered here, lower the
inferred ion temperature relative to the case where magnetic
fields are ignored.
Magnetic fields in a magnetohydrodynamic (MHD)

plasma obey [11]
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where α and β are tensor transport coefficients [12], and v is

the plasma bulk velocity.
The only source of magnetic field in the above equation is

the last term, the Biermann battery term; without this, targets
with no externally applied magnetic field remain unmagne-
tized for the duration of the implosion. Assuming the plasma
is an ideal gas, the Biermann term can be rearranged to
ð∇Te × ∇ ln neÞ=e, which makes the analysis of simulation
results more intuitive. For a symmetric implosion, the
electron density gradients and electron temperature gradients
are antiparallel, resulting in no magnetic field. In practice,
however, both low- and high-mode perturbations are
observed in NIF experiments [1]. Once a perturbation forms,
magnetic fields develop. For example, a cold spike pushing
into an otherwise symmetric hot-spot cools the plasma near
the spike’s tip rapidly. This gives rise to nonantiparallel
gradients, generating magnetic flux wrapped around the
spike.
The other key magnetic transport phenomena in this

problem are magnetic field advection (magnetic fields
moving with the plasma flow) and the Nernst term (magnetic
fields moving down temperature gradients). The Nernst term
can be recast as a magnetic field advection velocity [13],

vN ¼ −
β⋀∇Te

meωe
; ð2Þ

where ωe is the electron gyrofrequency. β⋀ is dependent on
the atomic number of the plasma and ωeτe, the Hall
parameter, where τe is the electron-ion collision time. The
Hall parameter serves as a useful measure of the plasma
magnetization [14],

ωeτe ¼ 1.21 × 1016
T3=2
e jBj

neλZeff
: ð3Þ
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λ is the Coulomb logarithm, and Zeff ¼ hZ2i=hZi where
Z is the ionization state and the average is over the ion
species. The units are SI, apart from the temperature in eV.
Quasineutrality is assumed.
As the Hall parameter increases, thermal conductivities

become anisotropic and the conductive heat flow obeys

q¼−κ==b̂ðb̂:∇TeÞ−κ⊥b̂× ð∇Te× b̂Þ− κ⋀b̂×∇Te; ð4Þ
where b̂ is the magnetic field unit vector. Parallel to the
magnetic field (κ==) there is no conductive modification due
to fields. However, as the magnetic fields in this problem
are produced perpendicular to ∇Te, this term is usually
small. In the perpendicular direction, κ⊥ decreases with
increasing magnetization. Equation (3) shows that mag-
netization is dependent on the electron temperature and
electron density of the plasma, as well as the magnetic field
strength. Cold, dense fuel is hard to magnetize and hot,
low-density fuel requires relatively small fields to reduce
the perpendicular thermal conductivities.
The final term in Eq. (4) is the Righi-Leduc term, which

deflects heat flow along isotherms. This term can be large in
a plasma with Biermann battery generated magnetic fields,
as the fields are generated perpendicular to ∇Te. In a
Deuterium-Tritium (DT) plasma, Righi-Leduc heat flow
has the greatest magnitude at a Hall parameter of 1, where
approximately 1=3 of the unmagnetized heat flow is directed
down the driving temperature gradient, 1=3 deflected along
isotherms, and the final 1=3 is fully suppressed. For
ωeτe > 1, the Righi-Leduc heat flow is larger than q⊥
(the heat flow associated with κ⊥), although both terms
tend to 0 for large magnetizations.
This Letter initially outlines the simulation code. Then,

results of a P2 perturbation are shown, where the simple
topology allows the field generation and transport to be
clearly explored. After this, a simulation of a target with
single-mode Rayleigh-Taylor spikes penetrating deep into
the hot spot is analyzed, showing the effect of Righi-Leduc
heat transport. Finally, a realistically perturbed multimode
simulation is presented, resulting in large magnetizations.
Following a similar method to that used in [15,16], the

simulations presented here are initialized using the one-
dimensional Chimera code with multigroup radiation trans-
port, providing data at peak radiation temperature to run the
three-dimensional Gorgon code for the stagnation phase.
Low-mode perturbations are reconstructed from many one-
dimensional Chimera runs of differing drive intensity, while
multihigh-mode perturbations use velocity perturbations that
recreate the structure of Rayleigh-Taylor spikes [17].
Gorgon [18,19] is a three-dimensional explicit Cartesian

Eulerian code with extended MHD, which includes mag-
netic transport by bulk and Nernst advection, resistive
diffusion, and Biermann battery generated magnetic fields.
The Biermann term uses the scheme developed by Graziani
[20] (adapted to a magnetic vector potential solver) to
enable convergence with cell resolution, preventing the so-
called Biermann catastrophe. The Biermann term is turned

on after the first shock hits the axis, at 16.0 ns. The Hall
term [second on the right-hand side of Eq. (1)] is negligible,
along with the α⋀, β==, and β⊥ components of α and β.
The grid size used is 1 μm.
The electron thermal conduction is an explicit centered-

symmetric fully anisotropic [21] superstepping algorithm
[22], allowing heat conduction along magnetic field lines
with small amounts of numerical diffusion. This algorithm
has been extended to include Righi-Leduc heat flow,
calculating the heat flow at cell vertices before resolving
onto the faces. Ion thermal conduction is included (although
the scheme is isotropic, due to the lower magnetization of the
heavier ions). All simulations in this work neglect nonlocal
transport, employing a local flux-limited heat flow model,
which uses the harmonic mean of the Spitzer heat flow and a
factor, f ¼ 0.1, of the free-streaming limit, Eevth.
The Ettingshausen magnetized thermal transport term

[11] is found to be small. For simplicity, an instantaneous
local α-deposition model is used [23].
Simulations in this Letter are based on shot N130927

from the high-adiabat campaign [24]. The unperturbed
chimera neutron yield is 2.0 × 1017, which matches calcu-
lations by [1]. Perturbations are then added in Gorgon to
obtain a neutron yield comparable to experiments [1].
Over the full range of MHD physics packages included
in these simulations, the ion temperature for shot N130927
varies between 3.9 and 4.4 keV, while the yield is between
4.8 × 1015 and 6.1 × 1015. The experiment measured
4.5� 0.15 keV and 4.5� 0.1 × 1015, while simulations
by Clark et al. give 3.9 keV and 3.1 × 1015 [1].
Positive P2 perturbations form from low-mode radiation

drive asymmetries, causing faster implosion velocities
perpendicular to the perturbation axis. Because the capsule
is driven harder around the waist, two counterpropagating
hot-spot jets form, pointing along the axis from the target
center. The implosion is symmetric around the axis of the
perturbation.
Figure 1 shows a P2 stagnation-phase simulation, which

matches the experimental yield, at two different times.
Early on, the hot spot is prolate and ∇Te is predominantly
radially inward, which is antiparallel with the density
gradient. However, because the ends of the hot spot are
less compressed and have a greater surface area for
conductive heat transfer, the ends are cooler than the center
and there is a component of the global temperature gradient
pointing along the axis of the perturbation. The temperature
gradient perpendicular to the density gradient [∇Te⊥ in
Fig. 1(a)] changes sign at the center, resulting in opposing
magnetic field loops being generated on either end of the
hot spot. Most of the magnetic flux is generated at the hot-
spot edge, where the ∇ne is the steepest.
The Nernst term advects the magnetic field down

electron temperature gradients and out of the hot spot.
At this early time, ∇Te and ∇ne are almost antiparallel,
meaning that as the Nernst term moves the magnetic field,
the plasma density increases significantly, lowering the
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resultant magnetization. The Nernst advection velocity
increases steadily outwards from the center of the hot spot
[because the magnitude of∇Te increases; see Eq. (2)] up to
a maximum of 100 μm=ns and then decreases rapidly at the
outer edge of the hot spot (because the electron-ion
collision time decreases), resulting in larger peak magnetic
field strengths in the cold dense region outside the hot spot.
Later in time, a contraction of cold dense fuel

perpendicular to the axis around the target center causes
large heat flows. Figure 1(b) shows that later in time the
magnetic field is swept by the Nernst term from a large
region of the hot spot towards the constricting cold, dense
fuel. This direction is not always antiparallel with the
electron density gradient, lowering the magnetization less
efficiently than seen at earlier times. Also, as there is a large
region producing magnetic flux with Nernst velocities
pointing towards the cold fuel constriction, larger peak
fields are reached. Adding to this, the cold fuel spike partly
thermalizes with its surroundings, resulting in a shallower
temperature gradient, which, along with the lower electron-
ion collision time, produces a lower Nernst velocity (up to
20 μm=ns). All of this means that in the region either side
of the cold fuel pushing into the hot spot, magnetic flux
spends more time in hot, low density plasma that is easy to
magnetize and therefore the magnetic fields have more of
an effect on the thermal conduction than at earlier times.
As the cold dense fuel constriction is the main source of
thermal conduction out of the hot spot, the Nernst term is
actually improving thermal insulation at this time.
Figure 2 shows simulation results of a hot spot with 42

equally spaced single-mode Rayleigh-Taylor cold fuel
spikes, which is an informative test problem for Righi-
Leduc thermal transport. In an experiment, a spike like
these could form from a fill tube perturbation.

Self-generated magnetic fields wrap around each cold
spike, reducing the thermal conduction from the hot spot,
resulting in steep temperature gradients at the interface.
Ablative stabilization is reduced [25], enabling the spikes to
propagate deeper. Although this deforms the hot spot and
brings the cold fuel spikes into contact with the hottest
plasma in the core, without Righi-Leduc heat flow the
overall effect of the self-generated magnetic fields is still to
thermally insulate the hot spot and the average temperature
of the hot spot increases (along with the yield).
Figure 2 shows the difference the Righi-Leduc term

makes to the total heat flow vector. Additional heat is
diverted along the spikes towards their base by the
magnetic field. Although the Righi-Leduc heat flow is
along isotherms, there is a nonzero divergence of the heat
flow and therefore regions gaining and losing energy. The
spike tips are cooled by the Righi-Leduc term (counter-
acting the q⊥ heat flow into them), lowering the ablative
stabilization and allowing the perturbations to penetrate
even further into the hot spot. The heat is deposited in
regions at the base of the spikes with no magnetic field,
allowing heat to diffuse quickly into the cold fuel.
In total, Righi-Leduc heat flow reduces the yield by 9%

compared to the case ignoring self-generated fields. While
the concept of magnetic fields reducing thermal contain-
ment is counterintuitive, it is precisely because the cold
spikes do not thermalize that the Righi-Leduc term can
continue to move such significant amounts of heat.
High-mode perturbations generate considerably larger

magnetic fields than low modes, as they cause the edge of
the hot spot to be larger in area and result in greater
temperature gradients perpendicular to the electron density
gradients. These magnetic fields are, however, localized on
the surface of the hot spot, which is hard to magnetize.

FIG. 1. P2 simulation at two times, comparing magnetic field structure with and without Nernst advection. Initially the Nernst term
compresses the field on the outer edge of the hot spot, which is hard to magnetize. Later, cold fuel constricting around the origin pulls in
magnetic field from the surrounding region through the Nernst term, which helps thermally isolate the hot spot. ∇ne, Nernst velocities,
and∇Te⊥ are shown for reference, where∇Te⊥ is the component of∇Te perpendicular to∇ne. Positive magnetic field points out of the
page. The dashed arrow represents the axis of symmetry, which is aligned with the hohlraum axis.
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When low-mode perturbations are also present, the hot-spot
surface is pushed into the hot core of the target, causing the
plasma to become significantly magnetized.
Figure 3 shows simulation results at peak neutron time

for a combination of low- and high-mode perturbations
[16], with self-generated magnetic field strengths reaching
over 10,000 T. It can be seen that the largest plasma
magnetizations are reached in the regions where cold spikes
have pushed the magnetic fields into the core of the hot
spot, resulting in peak local Hall parameters greater than 3
and κ⊥=κ== < 0.1 in some locations. Until peak neutron
time, the average magnetization in the 1 keV hot spot
increases, because more fields are generated and hydrody-
namically compressed. Then, as the hot spot cools and
becomes more dense, the plasma demagnetizes.
Ion temperatures are inferred from the time-dependent

energy spectra of unscattered DT neutrons [16,26]. Table I
compares the capsule performance for different levels of
MHD effects incorporated.
As seen in the P2 simulation, Nernst magnetic field

advection demagnetizes the inner core of the hot spot,
increasing the field strength at the edge. Early in the burn
pulse this results in the heat flow being less magnetized.
Later, as large cold spikes propagate deep into the hot spot
(for example, coming from the top of Fig. 3) the Nernst
term advects more field to these regions of large heat loss
and increases the magnetization. When the hot spot
demagnetizes after peak neutron output, the large temper-
ature gradients at the edge of the hot spot (which were
sustained by Nernst advection increasing the magnetization
locally earlier in time) result in greater heat flows. In this
case, the overall effect of Nernst advection is to lower the
yield and ion temperature.
Without Righi-Leduc heat flow, κ⊥=κ== can be as low as

0.02, corresponding to a magnetization larger than 7.0.
Conductive losses from the 1 keV hot spot are reduced by

30% in the period leading up to peak neutron output.
Magnetization of the spikes lowers ablative stabilization,
allowing the cold fuel to propagate further into the hot spot.
However, the reduction in thermal conduction still
increases the hot-spot energy containment significantly.
With Righi-Leduc included, the magnetized temperature

falls below the unmagnetized case. This happens through
the same mechanism discussed earlier in the single-mode
test problem. While the magnetic fields reduce the amount
of conduction into the low-mode spikes, the resultant steep
gradient provides a platform from which the Righi-Leduc
component deflects heat along isotherms around the out-
side of the spikes towards their base. Therefore, the cold
spikes’ tips are cooled, reducing ablative stabilization and
allowing spike propagation further into the hot-spot core.
This heat is then dumped at the base of the spike, which can
conduct into the cold, dense fuel effectively. The average
magnetization of the hot spot is reduced by a factor of 2 by
the Righi-Leduc term.

FIG. 2. Left: hot-spot surface regularly perturbed by single
mode-number cold fuel spikes. Right: two-dimensional ion
temperature slice of one spike, with the ðq

==
þ q⊥Þ and ðq

==
þ

q⊥ þ q⋀Þ vectors overlain, where q== is the heat flow parallel to

the magnetic field lines, q⊥ is the heat flow down the temperature
gradient perpendicular to the magnetic field, and q⋀ is the Righi-

Leduc heat flow. The Righi-Leduc heat flow moves heat away
from the tip of the spike towards the base.

FIG. 3. Two-dimensional slices at neutron bang time of a
simulation with a combination of high- and low-mode perturba-
tions.

TABLE I. Summary of multimode results for different MHD
packages.

MHD packages
Neutron
yield

Ti
[keV]

Minimum
κ⊥=κ==

None 5.43 × 1015 4.0 1.00
Biermann 6.63 × 1015 4.4 0.01
Biermannþ Nernst 6.10 × 1015 4.2 0.02
Biermannþ Nernst
þRighi-Leduc

4.80 × 1015 3.9 0.10

PRL 118, 155001 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

14 APRIL 2017

155001-4



The magnetic fields calculated here lower the Larmor
radius of fusion α particles to as low as 20 μm, comparable
with the hot-spot radius. However, these field strengths are
only seen in boundary regions smaller than 20 μm, mean-
ing full containment of α particles is not expected. It is
possible that magnetic fields change the nature of the fire
polishing effect [27], deflecting α particles away from the
cold fuel spikes.
In summary, self-generated magnetic fields in the stag-

nation phase of ICF implosions have been shown to cause
significant magnetizations when low- and high-mode
perturbations are both present. Although heat flow down
temperature gradients is reduced, the Righi-Leduc heat
flow effectively pumps heat around the low-mode pertur-
bations without thermalizing the driving temperature gra-
dient, cooling the hot spot.
The Nernst effect is found to qualitatively change the

magnetization of the hot spot by demagnetizing the hot
core, while increasing magnetization at the edge of the hot
spot around cold Rayleigh-Taylor spikes that inject late into
the hot core.
If perturbation amplitudes are increased, the magnetic

flux produced increases and larger volume-averaged mag-
netizations are reached earlier in time, although the
magnetization decays faster as the hot spot cools.
The relative importance of each magnetized transport

effect is expected to vary with drive profile and perturbation
combination. This is the subject of future work.
It is clear that accurate prediction of ICF hot-spot

degradation requires the consideration of magnetic field
effects. As target designs move closer to ignition and there is
more self-heating of the fuel, magnetization contributions
are expected to increase considerably, potentially leading to a
thermally isolated hot spot (the Righi-Leduc term decreases
in magnitude for large magnetizations). On the other hand, if
the implosions become more symmetric, lower fields are
generated and magnetization effects are less important.
Further work is required in modeling the effect of

magnetic fields on α-particle transport, which could modify
the propagation of a burn wave.
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