
Ultrafast Dissociation of Metastable CO2 + in a Dimer

Xiaoyan Ding,1 M. Haertelt,1 S. Schlauderer,1 M. S. Schuurman,2,3 A. Yu. Naumov,1 D. M. Villeneuve,1

A. R.W. McKellar,2 P. B. Corkum,1 and A. Staudte1
1Joint Attosecond Science Laboratory, National Research Council and University of Ottawa, Ottawa, Ontario, Canada K1A 0R6

2National Research Council, 100 Sussex Dr., Ottawa, Ontario, Canada K1A 0R6
3Department of Chemistry and Biomolecular Sciences, University of Ottawa, 10 Marie Curie, Ottawa, Canada K1N 6N5

(Received 12 October 2016; revised manuscript received 9 March 2017; published 14 April 2017)

We triply ionize the van der Waals bound carbon monoxide dimer with intense ultrashort pulses and
study the breakup channel ðCOÞ3þ2 → Cþ þ Oþ þ COþ. The fragments are recorded in a cold target recoil
ion momentum spectrometer. We observe a fast CO2þ dissociation channel in the dimer, which does not
exist for the monomer. We found that a nearby charge breaks the symmetry of a X3Π state of CO2þ and
induces an avoided crossing that allows a fast dissociation. Calculation on the full dimer complex shows the
coupling of different charge states, as predicted from excimer theory, gives rise to electronic state
components not present in the monomer, thereby enabling fast dissociation with higher kinetic energy
release. These results demonstrate that the electronic structure of molecular cluster complexes can give rise
to dynamics that is qualitatively different from that observed in the component monomers.
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Albeit very weak, van der Waals and electrostatic
interactions can have a critical influence on the decay of
electronic excitation in a cluster. A prominent example is
the interatomic Coulombic decay [1], where electronic
excitation is efficiently transferred over a large distance
within a dimer [2–4] to allow for a fast nonradiative
relaxation.
Here, we show that in a van derWaals complex a different

rapid decay mechanism exists, which does not involve the
transfer of electronic excitation. Specifically, we use the
example of the ultrafast dissociation of metastable CO2þ in
the triply charged dimer ðCOÞ3þ2 and show it is a direct
consequence of the weak interactions in the complex.
The monomer CO2þ has been extensively investigated as

a model system of a metastable molecular dication (e.g.,
Refs. [5–8] and references therein). The lowest electronic
states, the X3Π, a1Σþ, and b1Π states, are metastable. The
lifetimes of these states range between tens of picoseconds
to seconds [5–10]. In the dimer, however, we observe not
only the slow dissociation of the CO2þ, but also a fast
dissociation which is not expected from monomers.
Previous experiments on optical tunnel-ionization of the

ArCO complex observed two distinct dissociation channels
of the triple-ionization-induced three-body breakup
ArCO → Arþ þ Cþ þ Oþ þ 3e− [11]. Since the van der
Waals interaction is weak, the bond between Ar and the
other fragment(s) is broken promptly following ionization.
In the sequential breakup channel, the CO2þ dissociates at
much later time than the initial Ar-CO bond cleavage.
Conversely, in the direct channel, the two bonds break
simultaneously, resulting in the observation of short lived
CO2þ species. However, the mechanism behind this rapid
dissociation was not discussed.

In our experiment the CO dimer is created in the
supersonic expansion of CO at 5 bar through a 10 μm
nozzle, cooled to 120 K. Based on our ion mass spectra we
estimate that around 5% of all events originate from ðCOÞ2.
We record the 3-dimensional momentum of each ion in
COLTRIMS [12]. Circularly polarized 800 nm, 25 fs pulses
are produced by a Ti:Sapphire laser system (Coherent
Legend Elite Cryo) with 10 kHz repetition rate. The laser
pulses are focused into the molecular beam with a parabolic
mirror to a peak intensity of 6 × 1014 W=cm2. The laser
pulse removes multiple electrons from the dimer and
different breakup channels are observed.
We concentrate on the breakup channel ðCOÞ3þ2 → Cþþ

Oþ þ COþ. Two-particle breakup channels ðCOÞ2þ2 →
COþ þ COþ and CO2þ → Cþ þ Oþ are also used for
comparison with the three-particle dimer breakup. For all
dissociation channels, we select events where the sum
momentum of the fragments is low ½jpCþ þ pOþ þ pCOþj <
10 atomic units (a.u.)] and their relative momentum is high
(jpCþ − pOþj > 50 a:u: and jpCOþj > 40 a:u:) to make sure
the fragments are correlated, i.e., from the same dimer. All
data shown below are for correlated events.
The distribution of COþ momentum is shown in

Fig. 1(a). The COþ momentum has a narrow peak between
100 and 120 a.u. on top of a wide distribution from 40 to
170 a.u. We fit the momentum distribution to the sum of
two Gaussian functions, shown as blue and red curves in
Fig 1(a). We separate all the events into two subsets: I, the
broad peak, jpCOþj < 100 a.u. or jpCOþj > 120 a:u:; II, the
narrow peak, 100 a:u: < jpCOþj < 120 a:u:
In Figs. 1(b)–1(d) we plot 2D histograms of the momenta

of the fragments in the three-particle breakup channel. We
define the direction along the momentum of COþ, pCOþ , as
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p∥, and the momentum of Oþ, pOþ , as the positive direction
of the p⊥ axis. Such a 2D histogram is called a Newton
diagram. Figure 1(b) shows the Newton diagram for all
correlated events, Figs. 1(c) and 1(d) for the subsets I and
II, respectively. These distinct structures in Figs. 1(c) and
1(d) suggest different dissociation processes.
In the following wewill establish subset II as a sequential

dissociation. There are two steps in the sequential process:
first, the dimer breaks into COþ and CO2þ, and the two
fragments propagate under Coulomb interaction; second,
the CO2þ dissociates into Cþ and Oþ. After the first
dissociation step, the orientation of the two molecular ion
fragments relative to each other becomes random as they
propagate. This results in the half-ring structure in the
momentum of Cþ and Oþ. We compare subset II to two
independent two-particle breakups: a CO dimer breakup
into two singly chargedmonomers, ðCOÞ2þ2 →COþþCOþ,
and a monomer breakup, CO2þ → Cþ þ Oþ.
Figure 2(a) shows the kinetic energyofCOþ fromsubset II

and the two-particle dimer breakup, ðCOÞ2þ2 →COþþCOþ.

The kinetic energy for the latter channel is multiplied by
2 to compensate for the difference in charge state.
Furthermore, we subtracted the background in subset II,
assuming a linear contamination from subset I. The kinetic
energy distributions for the two channels overlap very well.
This confirms that subset II is a sequential process, where
CO2þ does not dissociate until the COþ attains the asymp-
toticmomentum from the two-bodyCoulomb interaction.By
the same argument, we hypothesize that subset I is a direct
three-particle breakup.
To estimate the time delay between the two steps in the

sequential breakup, we simulate the breakup process
ðCOÞ3þ2 → CO2þ þ COþ by solving the kinematic equa-
tions, assuming the ions are point particles with charges and
masses. Figure 2(b) shows the kinetic energy of COþ as a
function of propagation time. The simulation shows that it
takes about 1 ps to convert the Coulomb potential energy to
kinetic energy of the fragments. Therefore, we conclude that
the CO2þ in the sequential dimer breakup channel has a
lifetime longer than 1 ps, and that CO2þ in the direct channel
dissociates within 1 ps. Since the lifetime of CO2þ mono-
mers in low-lying electronic states is at least several pico-
seconds [10], the direct dissociation only exists in the dimer.

FIG. 2. (a) Kinetic energy distribution of COþ, solid red curve
for the sequential dimer breakup ðCOÞ3þ2 → Cþ þ Oþ þ COþ

(subset II) and dashed green curve for the two-particle dimer
breakup ðCOÞ2þ2 → COþ þ COþ. Kinetic energy for the latter
channel is multiplied by 2 to compensate for the charge difference
in the two channels. (b) Kinetic energy of COþ in the breakup
channel ðCOÞ3þ2 → CO2þ þ COþ as a function of propagation
time. (c) Kinetic energy of Cþ and Oþ, solid red curve for the
second step of dimer sequential breakup, dashed black curve for
monomer breakup CO2þ → Cþ þ Oþ. (d) Total kinetic energy
release in the three-particle dimer breakup process. Solid blue
curve is for subset I, direct breakup channel; solid red curve for
subset II, sequential channel. The dotted curves are for specific
geometries in the subset I: orange curve for θ < 20° and purple
curve for 80 < θ < 100°. (e) Bond angle distribution of the dimer
in subset I.

FIG. 1. (a) Momentum distribution of COþ. Black dots show
experimental data; red and blue curves show the fitting with two
Gaussian distributions. (b) Newton diagram for all events in the
channel ðCOÞ3þ2 → Cþ þ Oþ þ COþ. (c)–(d) are Newton dia-
grams for events in different subsets. Corresponding COþ
momentum is shown in the top right insets. (c) jpCOþ j <
100 a:u: or jpCOþ j > 120 a:u:; (d) 100 a.u. < jpCOþ j < 120 a:u:.
(e) and (f) Sketches of direct and sequential dissociation
processes. Black arrows, the final momentum of each fragment;
red arrow, momentum of CO2þ in the first dissociation step; gray
arrows, momentum of Cþ or Oþ from the second dissociation
step. Geometry with minimum energy is shown as an example.
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The most straightforward way to study the CO2þ
breakup in the direct channel would be to compare its
kinetic energy release to the monomer breakup. However,
in the direct breakup all three fragments interact with each
other simultaneously. This means we cannot get the pure
kinetic energy release in the C-O bond breaking process.
Therefore, we compare the monomer dissociation to the
sequential breakup channel, and then compare sequential
breakup to the direct breakup channel.
Figure 2(c) plots the kinetic energy release of Cþ þ Oþ

from the monomer breakup and the second step of
sequential dimer breakup. In the sequential three-body
breakup, the kinetic energy release of the second step
is KE ¼ 1

2
jpCþ;2j2=mC þ 1

2
jpOþ;2j2=mO, where pCþ;2 ¼

pCþ þ pCOþðmC=mCOÞ and pOþ;2¼pOþ þpCOþðmO=mCOÞ
are the momenta from the CO2þ breakup. The kinetic
energy distributions of the two processes are almost
identical. Therefore, the CO2þ in the sequential dimer
breakup channel dissociate from the same electronic states
as the monomer CO2þ. The peak near 6.2 eV corresponds
to dissociation from the X3Π, a1Σþ, and b1Π state. The
peak around 8 eV is from the A3Σþ state [6,13,14]. The
kinetic energy for the second step of the sequential dimer
breakup is about 0.2 eV higher than that for the monomer.
This is probably because in the dimer, the first breakup step
can excite the CO2þ vibrationally and rotationally. When
CO2þ dissociates, the rovibrational energy becomes trans-
lational kinetic energy of Cþ and Oþ, resulting in slightly
higher kinetic energy release.
Figure 2(d) compares the total kinetic energy release of

the fast direct breakup channel (subset I, solid blue curve)
to the sequential breakup channel (subset II, solid red
curve). The kinetic energy release of the direct channel is
about 1.2 eV higher than that of the sequential channel.
Figures 2(a) and 2(c) show that the sequential breakup
produces fragments in the lowest electronic final states.
Hence, the higher kinetic energy release in the direct
breakup could be explained by an initial population of
higher electronic states in the ðCOÞ3þ2 or a dependence on
the dimer geometry.
We fit the geometries of the dimers in the direct channels

with an iterative algorithm [15], assuming a Coulomb
potential between the two CO ions and 3Σ− potential
between the Cþ and Oþ. We define the angle θ between
the C-O covalent bond and the van der Waals bond, as
shown in Fig. 1(e). The fitting results reveal that θ has a
wide distribution between 0° and 180°; see Fig. 2(e). Thus,
the direct channel does not select a specific geometry.
In Fig. 2(d)we plot the kinetic energy release of the dimers

with bond angle θ < 20° (dotted orange curve) and 80 <
θ < 100° (dotted purple curve). The dimers with different
bond angles have a similar kinetic energy release. This rules
out the possibility that different geometries cause the differ-
ence in kinetic energy release of the fast and slow channels.

To investigate the origin of the dimer-specific fast
dissociation channel, we compute potential energy curves
for the ðCOÞ3þ2 dimer complex using ab initio electronic
structure methods. We compute these curves using two
different approaches. The first assumes that COþ is simply
a point charge, resulting in perturbed CO2þ dissociation
curves. The second approach explicitly considers the
electronic structure of the COþ and computes the potential
energy surfaces of the total dimer complex. The calcula-
tions were performed employing multireference complete
active space (CASSCF) wave functions in conjunction with
a multireference configuration interaction (MRCI) treat-
ment of dynamical electron correlation [16,17].
Figure 3(a) illustrates the relevant molecular orbitals and

potential energy curves. HOMO-1 and HOMO orbitals
of CO are the (fully occupied) 1π and 5σ, respectively.
The X3Π state of CO2þ arises from a 1π35σ1 electronic

FIG. 3. (a) Potential energy curves of CO2þ with a point charge.
The Coulomb field of the point charge perturbs the πx and πy
orbitals differently, which breaks the symmetry of one X3Π
electronic state. An avoided crossing arises between one com-
ponent of the X3Π states and the 3Σ− state. (b) Ab initio potential
energy curves of the COþ-CO2þ complex. Arrows show possible
dissociation pathways. Kinetic energy release from pathway (1) is
1.2 eV higher than from pathway (2).
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configuration and the 3Σ− state arises from a 1π25σ2

electronic configuration. When the dication is in an electric
field free environment, molecular symmetry precludes any
nonadiabatic coupling between these states. However, a
positive charge at a distance of 8 a.u. (the ground state
intermolecular distance [18,19]), as illustrated in the top
right inset in Fig. 3(a), differentially distorts the πx and πy
orbitals. This breaks the symmetry of the 3Π state, and
thereby engenders an avoided crossing between one
component of the X3Π and the 3Σ− state.
The next two lowest-lying electronic states, a1Σþ and

b1Π, are singlet states. For both the monomer and dimer,
these states can only couple to the 3Σ− state via spin-orbit
interaction. The coupling between these states has been
investigated previously in the monomer [9], and is of a
magnitude insufficient to account for the short lifetimes
required to lead to rapid dissociation. Therefore, we do not
consider these states in the following discussion of the
direct dissociation channel.
Thus, in contrast to the CO2þ monomers, which can only

dissociate via spin-orbit coupling, the CO2þ in the dimer
has a direct adiabatic dissociation channel via the avoided
crossing between the X3Π and 3Σ− states. However, the
charge-induced avoided crossing does not explain why the
kinetic energy release for the fast pathway is higher than
that observed for the “slow” channel.
The assumption that the COþ counterion can be repre-

sented as a point charge (thereby neglecting its electronic
structure) is tested by computing the dissociation curves of
a component CO in the ðCOÞ3þ2 complex. As Fig. 3(b)
illustrates, we observe a new low-lying electronic state for
the dimer system, a component of the degenerate ground
state of the dimer, not present in the point charge model.
This new electronic state arises from the fact that the
different charge states can be located on either one of the
constituent CO monomers. Specifically, the dicationic
species may localize on either of the two component CO
moieties. When the two CO bond lengths are identical,
these CO molecules are indistinguishable and the solutions
are degenerate, resulting in the curve crossing in Fig. 3(b) at
RCO;A ∼ 2.1 a:u: The coupling of states on each component
monomer gives rise to a new manifold of electronic states
which can be determined from excimer theory [20]. This
new excited state of the dimer crosses the dissociative 3Σ−

state 1.2 eVabove the lower crossing with the ground state.
This value is consistent with the observed difference in
kinetic energy release of the two channels. Thus, we
conclude that the electronic structure of the COþ counter-
ion has a non-negligible influence on the decay dynamics
of the triply charged complex.
This picture is fully consistent with previous ArCO

results. In particular, computations show that the electronic
structure of the Ar atom leads to new dissociation
channels in the complex via the coupling of CO2þ-Arþ

and COþ-Ar2þ charge states. The same mechanisms
discussed in the present Letter can be applied to these
previous studies, where the only differences are quantitative
and arise from different relative electronic state energies
since the ionization potentials of the CO and Ar moieties
are distinct [i.e., in ðCOÞ3þ2 they are identical].
In conclusion, our results suggest that a new CO2þ

dissociation channel emerges when it is placed in a van der
Waals complex with a cationic counterion. This new
channel differs from the monomer channel in two key
ways: (1) it occurs on a shorter time scale than the nascent
monomer channel, and (2) it is associated with a larger
kinetic energy release. The computed potential curves
suggest a straightforward explanation for the first point.
The symmetry breaking induced by the counter charge
leads to an avoided crossing and adiabatic dissociation
channel, whereas the monomer dissociates only via the
(weaker) spin-orbit coupling. The second observation, that
the new channels result in higher kinetic energy release, is
potentially explained by the presence of a low-lying excited
state of the dimer that arises due to coupling of charge states
on the two component CO moieties. However, the initial
wave packet prepared by the ionizing field cannot be well
characterized by the present experiment. Thus, conclusive
evidence for ionizing to an excited state of the dimer
remains to be shown. However, such a channel would be
expected to produce COþ fragments with significantly
lower internal energy than those produced via a ground
electronic state process. This difference provides a potential
experimental method for validating the current model.
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