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Croconic acid crystals show proton displacive-type ferroelectricity with a large spontaneous polarization
reaching 20 μC=cm2, which originates from the strong coupling of proton and π-electron degrees of
freedom. Such a coupling makes us expect a large polarization change by photoirradiations. Optical-pump
second-harmonic-generation-probe experiments reveal that a photoexcited croconic-acid crystal loses the
ferroelectricity substantially with a maximum quantum efficiency of more than 30 molecules per one
absorbed photon. Based on density functional calculations, we theoretically discuss possible pathways
toward the formation of a one-dimensional domain with polarization inversion and its recovery process to
the ground state by referring to the dynamics of experimentally obtained polarization changes.
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The physics of photoinduced phase transitions (PIPTs)
has recently been attracting significant attention [1,2]. The
basic strategy for its understanding is to recognize hidden
associations between the electronic excitations provided by
light and other degrees of freedom in matter. Among them,
the most direct association is considered to be the electronic
PIPTs, which are observed, for example, in the ultrafast
metallizations of Mott insulators [3–11]. In this case, the
initial local electronic excitation immediately changes the
surrounding electron systems via electron-electron inter-
actions, leading to global electronic phase changes occur-
ring on time scales of 1–10 fs. In contrast, when atomic
motions are induced by electronic excitations in the PIPTs,
the association is less direct [12–16], and the time scales
are inevitably slower because of the photoconversions of
both electronic and atomic states [17]. Depending on the
systems, the time scale varies from sub-ps to several 10 ps,
of which the orders would be determined by vibrational
periods along the reaction path of the PIPTs.
Here, we propose another type of association via

electron-proton interaction: an electronic π-π� excitation
in an organic molecule induces the movements of the
surrounding protons. In Fig. 1(a), we show a part of the
croconic-acid crystal, which is known to exhibit ferroelec-
tricity with large polarization reaching 20 μC=cm2 [18]. Its
polarization is directed along the c axis, being within its
layered structure. As depicted there, the proton moves
along the c axis leading to the polarization change, which
suggests a proton displacive-type ferroelectricity. It is

remarkable that this ferroelectricity persists up to its
decomposing temperature at 450 K and up to 5.3 GPa
as a pressure [19]. In our previous study, we analyzed the
optical reflectivity spectra and the excitation photon-energy
dependence of the second harmonic generation (SHG), and
suggested that the lowest π-π� transition at around 3.2 eV
[see Fig. 1(b)] is responsible for the SHG. We also
calculated the molecular orbitals (MOs) relevant to the
π-π� transitions by means of a density-functional theory
(DFT). The results indicated that the ground state has the
MO weighted on the side to which the protons are attached,
whereas the final state of the lowest π-π� transition has the
MO weighted on the other side [Fig. 1(c)] [20]. This means
that the direction of the dipole moment in the lowest
photoexcited state is opposite to that in the ground state.
In the complex nonlinear optical materials, it is important

to distinguish a functional building unit responsible for
SHG or equivalently an optically active center and clarify
its nature [21–23]. The unique feature of the croconic acid
crystal is that the π-electron system in each molecule,
which is the optically active center of this material, interacts
with π-electron systems of the neighboring molecules
through hydrogen bonds. Considering this feature, we
expect that the reversal of the dipole moment in the
photoexcited state would make the surrounding protons
unstable, giving rise to their displacements. As a result, a
finite spatial size of domain in which the polarization
is inverted with proton displacements would be generated.
To investigate such a photoinduced phenomenon, in the
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present study, we perform optical-pump SHG-probe mea-
surements in croconic acid crystals and analyze the results
theoretically.
In the past, analogous materials were discussed from the

viewpoint of proton dynamics. For example, pressure
effects were studied for several hydrogen-bonded molecu-
lar chains and the formation of kink solitons associated
with hydrogen bonds under pressure was claimed [24].
Very recently, a hydrogen-bonded ferroelectric system
consisting of protonated 2,3-di(2-pyridinyl)pyrazine
(H-dppz) and deprotonated chlor-anilic acid (Hca) was
reported to show photoinduced suppression of the SHG
intensity [25], although no detailed theoretical mechanism
was unraveled.
Single crystals of croconic acid were grown by a

previously reported method [18,26]. To investigate photo-
induced polarization changes, we used transmission-type
SHG as a probe, since its intensity (ISHG) depends on the
polarization amplitude. The photon energies of the incident
and SH lights were 0.95 and 1.9 eV, respectively. The
photon energy of the pump light was set at 3.2 and 2.6 eV,
which correspond to the lowest π-π� transition [20] and the
σ-π� transition [20,27], respectively. The pump and probe
lights were obtained by two optical parametric amplifiers,
which were excited by an output of the Ti:sapphire
regenerative amplifier (repetition rate: 1 kHz, photon
energy: 1.58 eV, and pulse width: 130 fs). The experimental
setup is schematically shown in the inset of Fig. 2(a).
According to the THz-radiation imaging experiment [28],

the ferroelectric domain was uniform in the depth direction,
i.e., the b axis, and its size was larger than the spot
diameters of the pump and probe pulses. Since the SH light
was generated only from the back part of the crystal
because of the short coherence length lC (¼ 1.4 μm)
[20], the pump light was incident from the back side.
The time resolution was 0.37 ps. The excitation photon
density (xph) is defined as an averaged value in the back
part with the thickness of the coherence length, which is
expressed by xph ¼ ð1 − RexÞ½1 − expð−lC=lexÞ�Iex=lC.
Here, Rex, lex, and Iex are the reflectivity, the penetration
length, and the photon density per unit area of the pump
light, respectively. All the experiments were performed at
294 K in vacuum.
Figures 2(a), [2(b)], and 2(c) show the photoinduced

decrease of the SHG intensities ΔISHG=ISHG by the pump
light with 3.2 eV and xph ¼ 2.8 × 10−4 photonsðphÞ=
molecule (with 2.6 eV and xph¼1.5×10−4 ph=molecule).
The decrease of the SHG within the time resolution is
attributable to the decrease of the ferroelectric polarization
via the changes in the π electron wave functions and the
proton configurations. ð−ΔISHG=ISHGÞ for the 3.2 eV
excitation increases linearly with xph at 0.3, 2, and 10 ps
in common, indicating that the relaxation dynamics of
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FIG. 1. (a) Crystal structures of croconic acid with opposite
directions of ferroelectric polarization P. (b) The optical absorp-
tion spectrum along the c axis. Arrows show pump photon
energies in the pump-probe experiments. (c) Molecular orbitals of
an isolated croconic-acid molecule. Pump photon energies of 3.2
and 2.6 eV correspond to the lowest π-π� transition and the σ-π�
transition, respectively.
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FIG. 2. (a, b) Time evolutions of ΔISHG=ISHG by the pump light
with (a) 3.2 eVand xph ¼ 2.8 × 10−4 ph=molecule and (b) 2.6 eV
and xph ¼ 1.5 × 10−4 ph=molecule (open circles). Solid lines
show fitting curves. The experimental configuration is illustrated
in the inset of Fig. 2(a). (c) Semilogarithmic plots of time
evolutions shown in (a) and (b). (d) xph dependence of
ΔISHG=ISHG at several typical delay times. (e),(f) Each compo-
nent of fitting curves shown in (a) and (b) (see the text).
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the photoexcited state does not change with xph [Fig. 2(d)].
To discuss the observed change of the SHG, we assume that
a certain number of molecules completely lose their dipole
moments and that the second-order nonlinear susceptibility
is proportional to the polarization magnitude P (ISHG ∝ P2)
and, thus ΔISHG=ISHG ∼ 2ΔP=P. On the basis of these
assumptions, we define the efficiency for the polarization
decrease as the number of those molecules per photon,
which is evaluated to be ∼32 ð∼14Þ molecules=ph at
3.2 eV (2.6 eV) pump. To evaluate the relaxation time
of the change in the SHG intensity, we performed fitting
analyses by using the following formula, which is con-
volved with a Gaussian function with a width of 0.37 ps
(the time resolution):

ΔISHG
ISHG

¼ −
X

i

Ai expð−t=τiÞ ði ¼ 1 − 3Þ: ð1Þ

Here, τ1 (A1), τ2 (A2), and τ3 (A3) are the relaxation times
(the amplitudes) for the ultrafast, fast, and slow decay
components, respectively [29]. The experimental results
can be well reproduced by the fitting curves [black lines in
Figs. 2(a), 2(b)]. Three components (i ¼ 1, 2, and 3) are
also shown by red, green, and purple lines, respectively, in
Figs. 2(e) and 2(f). The obtained relaxation times are
τ1 ¼ 0.27, τ2 ¼ 2.2, and τ3 ≫ 10 ps for the 3.2 eV exci-
tation and τ2 ¼ 2.3 and τ3 ≫ 10 ps for the 2.6 eV excita-
tion. Note that the ultrafast decay component appears only
for the 3.2 eVexcitation and that the slow decay component
for the 3.2 eV excitation is much larger than that for the
2.6 eV excitation [Fig. 2(c)].
To interpret the above experimental results, we applied

DFT [30] to molecular clusters, including excited state
calculations based on time-dependent DFT [31]. Because

the details of the method are described in the Supplemental
Material [32], we here mention only the results. First, we
calculated adiabatic potential curves for several conditions.
In Fig. 3, we summarize the results for the electronic ground
states of a cluster consisting of nine molecules. Here, we use
three displacements of hydrogen atoms along each bond,
Δb1,Δb2, andΔb3, which are specified in the illustrations at
the upper left of Fig. 3. First of all, we discuss themovements
represented by Δb1. We simultaneously move the two
hydrogen atoms attached to the central molecule. Because
the initial O-H distances for the short and long pairs are 1.02
and 1.58Å, respectively, a displacement around 0.5Å almost
exchanges the long and short bonds. In fact, we find a
slight minimum around Δb1 ¼ 0.51 Å in the conditions of
Δb2 ¼ 0 and Δb3 ¼ 0 (red curve). As illustrated in the
lower-left part in Fig. 3, this state is regarded as a “minimum
domain” or a pair of domain walls (DWs) with one inner
molecule (shaded area).
We next pay attention to extensions of this domain.

A possible extension is that for the “one-dimensional
domain,” of which the potential energy is plotted by the
blue curve as a function of Δb3, with Δb1 ¼ 0.51 Å and
againΔb2 ¼ 0. We regard this as a domain consisting of two
DWs and three inner molecules (shaded area in the lower-
right cartoon). We also calculated the case of a “two-
dimensional” domain as plotted by the green curve. Here,
the upper hydrogen atoms are already moved to another
metastable state, namely, ofΔb2 ¼ 0.51 Å, and the potential
energy is plotted as a function ofΔb3. As is seen clearly, this
case needs a much larger energy to form a domain.We relate
this energy increase to the number of molecules forming the
DWs. In fact, the number of molecules is four in this case,
whereas those in the previous two cases are two. This energy
increase for the molecules in the DWs is interpreted as being
caused by the nature of a charged DW [35]. Namely, the
molecules in the DWs have one or three hydrogen atoms,
whereas the number of electrons in those molecules does not
change from the original value. Because the hydrogens have
positive valencies, the molecules are therefore charged
positively or negatively, causing extra Coulombic energies.
Comparing the two types of extensions, the one-dimensional
extension seems to be more easily realized. Such tendency is
also found in themicroscope images of ferroelectric domains
in the croconic acid crystal [28] and other materials [35,36],
as a prevalence of one-dimensional domains, that are, line- or
stripe-type domains running along the polarization direction.
We also estimate a maximum domain size for the case of

the one-dimensional domain as follows. The formation
energy for a domain consisting of n molecules, EformðnÞ,
is formulated approximately as EformðnÞ ¼ EDW þ nΔint,
where EDW is the DW pair energy and Δint the internal
energy per onemolecule. For example, theminimumdomain
and the one-dimensional domain in Fig. 3 correspond to
n ¼ 1 and n ¼ 3, respectively. We then use their energies
at ðΔb1;Δb3Þ ¼ ð0.51; 0Þ and (0.51, 0.51) with Δb2 ¼ 0
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commonly, asEð1Þ andEð3Þ, respectively.EDW andΔint are,
consequently, evaluated to be 0.75 and 0.25 eV, respectively.
By a further analysis assuming an asymmetric deformation
of the carbon ring,we find a smallerΔint of 0.20 eV, as shown
in the Supplemental Material [32]. Using the excitation
energy of 3.2 eVand making it equal to EformðnÞ, we obtain
n ∼ 12. As is explained in the Supplemental Material [32],
this number corresponds to the effective polarization reversal
of 10 molecules by one photon. We note that the exper-
imental estimation of photoinduced ferroelectricity disap-
pearance (32 molecules for a 3.2 eV pump, for example) is
obtained by assuming zero polarizations in a domain. The
theoretical evaluation of 10 for the molecules with polari-
zation reversals is comparable to the case that 20 molecules
lose their polarization, being comparable to the experimental
number.
In order to discover a possible pathway for the domain

growth after the photoexcitation, we investigated the excited
states of a five-molecule cluster. In Figs. 4(a) and 4(b), we
show adiabatic potential energy curves up to 4 eV, together
with the corresponding optical conductivity spectrum for the
light polarization parallel to the c axis in Fig. 4(c). First, we
discuss the energy curves in Fig. 4(a), as a function ofΔb1L.
Here, we distinguish the two displacements ofΔb1 and name
the left and right ones Δb1L and Δb1R, respectively. The
origin in Fig. 4(a) corresponds to the structure with all the

displacements being zero, and onlyΔb1L was changed there.
The spectrumwas obtained for the structure at this origin.We
first notice the presence of several low-lying excited states
below the absorption peak. They are intramolecular σ-π�
excitations and considered to be the main component of
the low-energy tail seen in Fig. 1(b) (red curve). Furthermore,
we find a rather large energy relaxation for some of the
lowest excited states. In particular, the amount of energy
relaxation from the initial photoexcited state along the
lowest excited state [red arrow in Fig. 4(a)] is around
2.3 eV. This relaxation reduces the excited state energy to
about 1.2 eV at Δb1L ¼ 0.55 Å, being comparable to the
energy of the potential curve for the ground state. We
attribute this relaxation to the change in the relative potential
energies at the associated molecules. Namely, as shown in
the left panel of Fig. 4(d), the initial π to π� excitation within
the moleculeA prompts one of its nearby hydrogens to move
to the right, due to generated charge unbalance in the excited
state. We then expect the elevation (lowering) of the energy
levels of the molecule A (B) as shown in the middle panel,
because the hydrogen is positively charged with the valency
of ∼0.5. These elevation and lowering consequently cause
the electron-transferred state, namely, an electron in theB-π�
orbital and a hole in the A-π orbital [seeMOs in Fig. 4(e)], to
relax to the lower energy as already mentioned.
We finally discuss the behavior of a further relaxation

represented by another displacement, Δb1R, fixing the
value of Δb1L at 0.55 Å. As illustrated by the right panel
in Fig. 4(d), this hydrogen movement changes the poten-
tials at the molecules B and C and, finally, at the end point
near C, the site energy at A (C) is the highest (lowest). This
rearrangement induces further electronic relaxation in the
excited state [red arrow in Fig. 4(b)], that is, the electron
and the hole in the C-π� orbital [rightmost MO in Fig. 4(e)]
and the A-π orbital, respectively. Another important
pathway is along the blue rightwards arrow in Fig. 4(b).
In this case, an electron-hole pair recombines at around
ðΔb1L;Δb1RÞ ¼ ð0.55; 0Þ and a subsequent proton transfer
occurs from the Bmolecule to the Cmolecule. This process
will be possible using the excess energy originating from
the electron-hole recombination.
On the basis of the theoretical analyses presented above,we

discuss the origin of the three components experimentally
observed in Fig. 2. First, the slow decay component is
attributable to the relaxation process of the state shown in
the right panel of Fig. 4(d) and other similar states inwhich the
twoDWs aremore spatially separated. The presence of a finite
amount of energy barrier delays the relaxations of those states.
Namely, the states are metastable. To reach these metastable
states, large excess energy will be necessary, and this is the
reason why the slow decay component reflecting the meta-
stable states is large for the 3.2 eVexcitation as compared to
the case for the 2.6 eV excitation. Second, the fast delay
component is assigned to the structural relaxation from the
“one-dimensional” domain (the right-lower panel in Fig. 3 or
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other similar configurations) within the electronic ground
state. Note that no electron-hole separation occurs for such
states. They are directly connected to the initial homo-
geneously ferroelectric state on the ground-state potential
surface [the blue leftwards arrow inFigs. 4(a) and 4(b)], so that
the decay is fast. Regarding the ultrafast decay component, it is
observed only for the 3.2 eVexcitation. As a general tendency,
we expect that high energy excitations will yield states in that
the electron and proton degrees of freedom are correlated
quantum-mechanically and, hence, can reasonably attribute
such states to the ultrafast component, although they are not
treated in the present theoretical analyses.
In conclusion, we observed the photoinduced decease

of ferroelectric polarization in croconic acid crystals.
The DFT calculation revealed that an effective pathway
of the polarization reversal in a semimacroscopic region
really exists. This study will deepen the understanding on
photoinduced proton-electron-coupled dynamics, and lead
to further explorations of novel optical phenomena in
hydrogen-bonded molecular ferroelectrics. Moreover, the
photoinduced polarization reversal and its rapid recovery as
reported here will be able to be used in new optical devices,
in which optical responses can be modulated or switched
by optical pulses in the picosecond time scale.
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