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An inclusion of particles in a Newtonian liquid can fundamentally change the interfacial dynamics and
even cause interfacial instabilities. For instance, viscous fingering can arise even in the absence of the
destabilizing viscosity ratio between invading and defending phases, when particles are added to the
viscous invading fluid inside a Hele-Shaw cell. In the same flow configuration, the formation and breakup
of a dense particle band are observed on the interface, only when the particle diameter d becomes
comparable to the channel gap thickness h. We experimentally characterize the evolution of the fluid-fluid
interface in this new physical regime and propose a simple model for the particle band that successfully
captures the fingering onset as a function of the particle concentration and h=d.
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Controlling interfacial instabilities [1] is of critical
importance in many engineering and geophysical proc-
esses, ranging from droplet microfluidics [2], lung airways
[3,4], enhanced oil recovery [5], to volcanic flows [6]. The
manipulation of viscous fingering was recently achieved by
modulating the channel properties [7,8], or by employing
time-dependent injection strategies [9].
The development in particle design and production

provides another tool for modifying fluid-fluid interfaces
[10–14]. For instance, when particles adsorb on the inter-
face, they assemble into a dense monolayer via capillary
attractions [15,16] and rigidify interfaces [16–21] against
interfacial instabilities. The stabilizing effects of adsorbed
particles on the interface have led to a number of techno-
logical advances, from stabilizing emulsions [22] to form-
ing “liquid marbles” [23]. More recently, the wettability of
particles was utilized to control viscous fingering, as Trojer
and colleagues [24] suppressed viscous fingering by
injecting air into a saturated packing of hydrophobic
particles. In the reverse scenario, oil injection into a channel
containing hydrophilic particles was shown to induce
viscous fingering [25]. In all aforementioned studies,
particles directly affect the surface energy of the interface.
Particles entrained in a fluid flow can also indirectly alter

the interfacial dynamics and even cause or delay instabilities.
Yet, only a limited number of studies examine this coupling
between suspensions and fluid-fluid interfaces. For instance,
the addition of particles to a viscous liquid is shown to
accelerate the droplet pinch-off [26–31], and the exact
physical mechanism remains unknown. Thin, free-surface
flows of the negatively buoyant particle and oil mixture
exhibit particle concentration-dependent fingering behaviors
down an incline [32–41]. In particular, at high particle
concentrations, fingering of the suspension-air interface
becomes suppressed as particles aggregate near the free
surface instead of settling. More recently, Kulkarni and
colleagues [42] demonstrated that adding noncolloidal

particles to a spreading thin film on a rotating surface can
initially enhance fingering (resulting in shorter wavelengths),
before unstable wavelengths increase at higher particle
concentrations. This nonmonotonic dependence of fingering
instability on the particle concentration alludes to the com-
plex relationship between suspended particles and interfaces.
Distinct from previous examples of thin suspension

flows that are inherently susceptible to fingering, particles
immersed in a fluid can also destabilize the fluid-fluid
interface that is otherwise stable, when the suspension is
injected into a Hele-Shaw cell [43,45]. In this radial flow,
particles accumulate near the interface, which locally
increases the effective viscosity [43–45] and leads to
miscible fingering inside the suspension [46]. The resultant
inhomogeneous distribution of particles causes interfacial
deformations, while the analogous experiments with a clear
liquid exhibit stable, circular interfaces [Fig. 1(a)].
In this Letter, we focus on the destabilizing effect of

particles on the fluid-fluid interface, as particles in a
wetting liquid spontaneously form a dense band near the
interface and break up into fingers in the radial source flow.
This new fingering regime arises unexpectedly when the
channel confinement becomes important, or if d ∼ h, where
d and h are the particle diameter and channel gap thickness,
respectively. We experimentally observe the spreading of a
mixture of oil and neutrally buoyant, noncolloidal particles
in a Hele-Shaw cell, and quantify the onset of this particle
band formation and breakup. Based on the rate of particle
band growth as the suspension expands, a simple model
successfully predicts this onset as a function of h=d and the
suspension volume fraction ϕ0.
As depicted in Fig. 1(b), theHele-Shaw cell consists of two

Plexiglas plates (30.5 × 30.5 × 3.8 cm) that are separated by
h ranging from 0.2 to 1.4 mm. The silicone oil (density ρl ¼
0.96 g=cm3 and viscosity μl ¼ 0.096 Pa · s, UCT) wets the
cell walls and particles completely, so that particles remain
immersed inside the liquid.Two sets of polyethylene particles
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used (density ρp ¼ 1.00 g=cm3, Cospheric) have average
diameters, d ¼ 330 and 130 μm, respectively. The mono-
disperse suspension is injected into the center of the cell at a
fixed flow rateQwith a syringe pump (NewEra);ϕ0 is varied
from 0.05 to 0.35, while Q ¼ 30–150 mL=min (complete
list of parameters in the Supplemental Material [47]). The
particle-laden flow is recorded with a Canon 60D camera
from above (1920 × 1080 pixel images, FOV 64°) at
30 frames= sec,while anLEDpanel (EnvirOasis) illuminates
the cell from below.
The key to interfacial instabilities is the accumulation of

particles on the fluid-fluid interface that modifies the flow
resistance near the interface [43–45]. Particles accumulate
on the interface because they move faster than the mixture
upstream of the interface, or β≡ ūp=ū > 1, where ūp and
ū ¼ Q=ð2πrhÞ correspond to the average particle and

mixture velocities, respectively. This is clearly demon-
strated in Fig. 1(a), in which particles “catch up” to the
liquid-air interface when the pure oil is injected ahead of the
suspension. For h ≫ d, this net flux of particles is caused
by “shear-induced migration” [48,49] that focuses particles
towards the centerline due to particle-particle interactions
in the Stokes regime.
Even as h ∼ d, which eliminates particle-particle inter-

actions, a single particle that moves near the centerline
[inset of Fig. 1(c)] will move faster than ū [50]. While the
exact physical mechanism of particle focusing remains
unclear in this “monolayer” limit, it may be attributed to
non-negligible fluid inertia near the injection region
[51–55]. Assuming that a particle reaches a quasi-steady
velocity, ūp, at the centerline, the force and torque balance
on the particle in the Stokes regime [56–58] yields
μlðum − ūpÞπd ∼ μlumd3=h2, where um ¼ 3ū=2 is the
centerline speed of the undisturbed parabolic flow.
Hence, β ¼ ð3=2Þ½1 − αðd=hÞ2�, where α ¼ 0.16 is an
empirical constant. As shown in Fig. 1(c), the validity of
β in the single particle limit is verified experimentally via
particle tracking for varying ϕ0 and h=d; in particular, β is
independent of ϕ0, distinct from its continuum counterpart
that strongly varies with ϕ0 [45].
In the ϕ0-h=d parameter range with no particle accumu-

lation, the interface remains circular, referred to as a stable
“no fingering” regime [see Fig. 2(a)]. As ϕ0 increases at
given h=d, gradual particle accumulation is observed and
yields an increase in the flow resistance, or reducedmobility,
M, near the interface. This local decrease in M leads to
miscible viscous fingering and formation of particle clusters
inside the suspension, analogous to classical viscous finger-
ing that is caused by a less viscous fluid (higher M)
displacing a more viscous one (lower M) [46,59,60]. The
appearance of the particle clusters coincides with slight
interfacial deformations, as previously observed in [43–45]
[denoted as “weak fingering” in Fig. 2(a)].
As ϕ0 increases even above 0.4, the particle enrichment

on the interface will inevitably approach the maximum
packing fraction, ϕm ∼ 0.6. However, uniquely when
d ∼ h, this densely packed limit is reached even with
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FIG. 1. (a) The sequence of images shows the particles
“chasing” and “catching up” to the fluid-fluid interface when
the pure oil is injected ahead of the particle-oil mixture; the dotted
line indicates the location of the liquid-air interface. (b) Schematic
of the experimental setup [45]: suspension is injected into the
Hele-Shaw cell from the center, and experiments are recorded
with the camera from above. (c) An analytical expression for the
velocity ratio β as a function of h=d is plotted with experimental
data for different values of ϕ0 and h=d; the inset shows the
schematic of a single particle moving with ūp at the channel
centerline.
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FIG. 2. (a) Fingering phenomena depend on the initial particle volume fraction, ϕ0, at given h=d ¼ 3.5: At small ϕ0, the distribution of
suspension remains uniform (no fingering regime); interfacial deformations are first observed at ϕ0 ¼ 0.12 (weak fingering) and become
more pronounced as ϕ0 increases in the band fingering regime. The black arrows in the pure oil case indicate the flow direction.
(b) Schematic of the particle band of width wðtÞ and the concentration ϕb ≈ 0.5, and the upstream regime in which the particle
concentration is given by ϕ̄up ¼ ϕ0=β.
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relatively dilute input particle concentrations (i.e., ϕ0 ≈ 0.2
for h=d ≈ 2) and is marked by a sudden jump in ϕ, in lieu of
the gradual particle accumulation that is unequivocally
observed in the continuum limit. This discrete torus band of
particles with a fixed volume fraction ϕb ≲ ϕm sub-
sequently breaks to form particle-laden fingers in a so-
called “band fingering” regime. As depicted in Fig. 3(b),
this band breaking is preceded by miscible fingering
between the displacing suspension and particle band,
due to the jump in M. Afterwards, the interface tends to
recover its circular shape due to the stabilizing viscosity
ratio between the suspension and air, but slight interfacial
deformations persist (in a manner similar to weak finger-
ing) as particles continue to accumulate on the interface and
cause miscible fingering.

This evolution in the interfacial shape is quantified by the
dimensionless interfacial deviation from a circle, Λ ¼
S−1

R
S ½1 − ðR=RsÞ�2ds [44,45]. Here, Rs is the radius of

the best fitted circle; s refers to the curvilinear coordinate
defined along the interface, while R is the center-to-edge
distance. A clear peak in Λ in Fig. 3(a) for ϕ0 ¼ 0.3 and
h=d ¼ 3.5 (circle) corresponds to the moment at which the
particle band breaks and is unique to the band breaking
regime. When h=d increases to 8.2 while other parameters
remain unchanged, particles gradually accumulate on the
interface and yield weak fingering; the corresponding
magnitude of Λ (triangle) is much lower than the band
fingering counterpart. In addition toΛ, the contrast between
weak fingering (bottom row) and band fingering (top row)
is visually demonstrated in two sets of time-sequential
images for ϕ0 ¼ 0.3 in Fig. 3(a). The dense particle band
clearly appears upon injection at h=d ¼ 3.5 (top row),
while only gradual concentration increase is observed at
h=d ¼ 8.2 (bottom row).
Why does the formation of the discrete particle band

strongly depend on h=d? For d ≪ h, a secondary flow near
the interface, known as “fountain flow” [61], “sweeps” the
incoming particles away from the interface, leading to the
gradual particle accumulation when β > 1. However, for
larger d=h, fountain flow can no longer effectively diffuse
particles and yields the shocklike formation of the particle-
rich region near the interface. Based on the characteristic
length scale of the fountain flow [61], the minimum particle
diameter must satisfy d=h≳ 0.2 to suppress the fountain
flow and enable band formation (see Supplemental
Material [47] for details). The initial formation of the
particle band is also aided by the particle accumulation on
the free surface inside a tube, as previously observed in
Refs. [61–63]. When the particle-rich free surface inside
the tube expands into the Hele-Shaw cell, large values of
d=h and ϕ0 correspond to the scenario in which a large
amount of particles is pumped into a highly confining
channel and is more likely to form a dense band of
particles.
Prior to destabilization, the time evolution of the particle

band is computed by balancing the time-rated change in
band volume VbðtÞ, with the net flux of particles into the
band at R − w [schematic in Fig. 2(b)]:

ϕb
dVb

dt
¼ 2πðR − wÞhϕ̄upðūp − ūÞjR−w; ð1Þ

where the depth-averaged volume fraction ϕ̄up upstream of
the band is given by ϕ0=β, based on mass conservation in
the upstream regime [45] [Fig. 2(b)]. The solution to Eq. (1)
yields

ΔVb ¼ VbðtÞ − VbðtiÞ ¼
ϕ0

ϕb
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FIG. 3. (a) The plot of the interfacial deviation from a circle Λ
over dimensionless time tQ=ðπR2

0hÞ, where R0 ¼ 10 cm. Two
rows of time-sequential images correspond to h=d ¼ 3.5 (top)
and 8.2 (bottom), respectively, while all other experimental
values remain the same (i.e., ϕ0 ¼ 0.3). The peak in Λ (circle)
is only observed for the large particle case and coincides with the
moment at which the particle band breaks. For h=d ¼ 8.2,
particles gradually accumulate on the interface, which leads to
weak fingering; the value of Λ (triangle) is much lower than the
large particle counterpart. (b) Schematic illustrating the sequence
of events that lead to fingering: the jump in particle concentration
between the displacing suspension and particle band leads
to miscible fingering, resulting in the band break-up and
pronounced fingers.
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where ti is the initial time of band formation. Figure 4(a)
shows the experimental data of ΔVb in good agreement
with Eq. (2), which indicates that ϕb ≈ 0.5 slightly lower
than ϕm.
The particle band of width wðtfÞ ¼ wf destabilizes and

breaks at RðtfÞ ¼ Rf, where tf corresponds to the time
when miscible fingering initiates. A perturbation inside the
band gives a rise in pressure p0, which generates anomalous
radial and tangential flows [see schematic in Fig. 3(b)] [64].
Based on Darcy’s law, the radial growth speed relative to
the band speed is given by ur ∼Mb½ðp0 − p0Þ − ðp − p0Þ�=
wf ¼ Mbðp0 − pÞ=wf, whereMb is the mobility coefficient
of band region, and p corresponds to the pressure inside the
unperturbed band. The tangential growth speed is given by
uλ ∼ 2Mbðp0 − pÞ=λ, where λ is the wavelength. If we
assume that the aspect ratio wf=λ scales as ur=uλ, λ ∼ wf,
independent of Rf, or n−1 ∼ wf=Rf, where the wave
number n ¼ 2πRf=λ. Interestingly, this Rf or length-
independent behavior of λ is analogously observed in
wrinkling of thin, elastic membranes afloat on a gel or a
liquid, in which λ ∝ thickness1=4, independent of the
membrane length [65,66].
Combining Eq. (2) with Vb ¼ π½R2 − ðR − wÞ2�h yields

�
1 −

wf

Rf

�
2

≈
�
1 −

�
Ri

Rf

�
2
��

1 −
ϕ0

ϕb

�
1 −

1

β

��
; ð3Þ

where Qðtf − tiÞ ¼ πhðR2
f − R2

i Þ, and RðtiÞ ¼ Ri (detailed
derivation in Supplemental Material [47]). Rearranging
Eq. (3) yields the dependence of n on the relative band

thickness wf=Rf or X ≡ 1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½1 − ðRi=RfÞ2�ð1 − ζÞ

q
,

where ζ ≡ ðϕ0=ϕbÞð1 − β−1Þ, which is experimentally
validated in Fig. 4(b). Interestingly, in the limit of
ðRi=RfÞ2 ≪ 1, n−1 ∼ 1 −

ffiffiffiffiffiffiffiffiffiffiffi
1 − ζ

p
, so that n can be deter-

mined based on the input parameters ϕ0 and h=d.

In order to identify the band breaking criterion, we focus
on the sustainability of the particle band, under the
constraint that w≳ d. In order to sustain the band of
w ∼ d, the particle flux at Ri must exceed the rate at which
the particle band expands with the local flowQ=ð2πRihÞ or
ϕbQd=Ri ≤ Qϕ0ð1 − β−1Þ. This inequality can be summa-
rized in Π≡ nmðϕ0=ϕbÞð1 − β−1Þ, where nm ∼ Ri=d is the
wave number upon breaking of the thinnest band: For
Π≳ 1, band fingering is more likely to occur as the
requirement for sustaining an initial particle band has been
met, while, for Π≲ 1, band fingering cannot occur. As
shown in the phase diagram of Fig. 5, the curve of Π ¼
0.63 successfully captures the boundary between the band
fingering and weak fingering when nm ∼ 5 and shows that
this simple model exhibits the correct functional depend-
ence of the band fingering onset on ϕ0 and h=d.
In-depth understanding of the band breaking regime

enables the potential control of particle-induced viscous
fingering. For instance, as λ ∼ wfðϕ0; h=dÞ, which was also
observed in the gravity-driven suspension [37], band finger-
ing may be suppressed by strategically choosing ϕ0 and the
particle diameter, such that λ is larger than the channelwidth.
Another striking feature of the band fingering regime is the
particle pattern formation inside the suspension. Particle
clusters that form upon the band breakup elongate and erode
as the interface expands. They further divide into secondary
clusters, which directly correlates to tip splitting and gen-
eration of secondary interfacial fingers. On-going studies
include the modeling of this dynamic coupling between
particle pattern formations and interfacial deformations, as
well as the self-segregation and fingering of bidisperse
suspensions. The present research is applicable to a diverse
set of engineering processes that involve thin, particle-laden
flows, such as spreading of suspension drops [67,68] and
evaporation of complex liquids, such as blood [69], that
exhibit coffee-ring effects [70].
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