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Wind power fluctuations for an individual turbine and plant have been widely reported to follow the
Kolmogorov spectrum of atmospheric turbulence; both vary with a fluctuation time scale τ as τ2=3. Yet, this
scaling has not been explained through turbulence theory. Using turbines as probes of turbulence, we show
the τ2=3 scaling results from a large scale influence of atmospheric turbulence. Owing to this long-range
influence spanning 100s of kilometers, when power from geographically distributed wind plants is summed
into aggregate power at the grid, fluctuations average (geographic smoothing) and their scaling steepens
from τ2=3 → τ4=3, beyond which further smoothing is not possible. Our analysis demonstrates grids have
already reached this τ4=3 spectral limit to geographic smoothing.
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All renewables fluctuate with the natural variability in
their energy sources [1,2]. Wind [3] and solar photovoltaics
[4], in particular, exhibit fluctuations over a range of
magnitudes and time scales (from milliseconds up to a
day). Such fluctuations threaten electrical grid stability
[5,6] when their magnitudes form a large fraction of power
carried by the grid over time scales comparable to the
grid response time. Consequently, grid integrity demands
increased ancillary reserves, in turn adding to the cost
of renewables [7]. In addition, dynamically balancing the
ever present consumer load fluctuations with the variable
power output of renewables becomes very challenging [8].
Naturally, understanding fluctuations in renewables is of
great import in designing strategies to mitigate or manage
their fluctuations. Increasing penetration of renewables
within the global energy mix also renders this problem
very timely and relevant.
The power generated by a wind turbine fluctuates with

varying wind speed and indeed, its spectrum is widely
believed to reflect the Kolmogorov spectrum [9] of atmos-
pheric turbulence; both vary with frequency f as f−5=3

[10–12] or with time scale τ as τ2=3 [13]. This variability
decreases when fluctuations are averaged in the aggregate
power feeding the grid from geographically distributed
wind plants [14], a mechanism referred to as geographic
smoothing. Despite costs associated with variability [15],
neither the τ2=3 fluctuation scaling nor the geographic
smoothing mechanism are understood.
We provide a minimal description of the wind power

fluctuation spectrum from the turbine through grid scales
from a turbulence theory standpoint and experimentally

verify itwithwind plant data. The τ2=3windpower fluctuation
scaling results from the largest length scales of atmospheric
turbulence spanning hundreds of kilometers, influencing the
small scales where individual turbines operate. This long-
range influence correlates power outputs from geographically
distributed plants over a range of time scales that falls with
interplant distance. Consequently, aggregate grid-scale power
fluctuations smooth until they reach a limiting spectrum
with τ4=3 scaling.
The power P generated by a wind turbine relates to wind

speed u blowing past the turbine through the power relation
P ¼ ð1

2
ÞρAγu3. Here, ρ is air density, A is the turbine rotor

cross sectional area, and γ is the turbine efficiency. This
dimensional argument can be expressed in time-dependent
form as (Supplemental Material [16])

PðtÞ ¼ K½ū3 þ 3ū2 ~uðtÞ þ 3ū ~uðtÞ2 þ ~uðtÞ3�; ð1Þ

where K ¼ ð1
2
ÞρAγ, ū is the time-independent mean, and

~uðtÞ is the time-varying fluctuation in speed [ ~uðtÞ ¼ 0]. We
analyze wind power fluctuations from a turbulence stand-
point by treating the turbine as a temporal, Eulerian probe,
much like an anemometer, whose output is a function of
time-varying turbulent wind speed past a fixed (Eulerian)
spatial point (Supplemental Material [16]). Assuming the
turbine extracts the same fraction of power at all frequen-
cies, i.e., no dispersion and that the power conversion is
adiabatic, characteristics of Eulerian, temporal fluctuations
in atmospheric turbulence apply to wind power alike. This
idealized assumption fails at time scales τ ≤ τR [11], where
τR∼ tens of seconds is the turbine reaction time scale,
but holds at long time scales (τR < τ < τ0) until velocity
fluctuations decorrelate at the large eddy turnover time τ0
(Table I).
We deduce the second order structure function for wind

power in terms of wind speed by substituting Eq. (1) in
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ΔPðτÞ (Table I) and computing D2ðτÞ ¼ hfK½3ū2Δu1ðτÞþ
3ūΔu2ðτÞ þ Δu3ðτÞ�g2i, obtaining to leading order (ignor-
ing higher order cross terms)

D2ðτÞ ∼ 9K2ū4S12ðτÞ þ 9K2ū2S22ðτÞ þ K2S32ðτÞ: ð2Þ

Equation (2) now affords us an interpretation of the wind
power fluctuation spectrum through the framework of
turbulence theory. We analyzed scalings for all terms in
Eq. 2 with data from a 2.05 MW MM92 REPower turbine
in Howard, NY. The simultaneous wind speed and power
time series sampled at 0.2 Hz for 20 day duration had mean
speed ū¼ 8.04ms−1 and rms fluctuation urms ¼ 4.58ms−1.
Autocorrelation functions [Fig. 1(a)] yielded a large eddy
turnover time τ0 ¼ 13 h for wind speed and decorrelation
time of 14 h for power, clearly pointing to the strong
influence of diurnal oscillations on signal correlation.

Figure 1(b) plots all terms in Eq. (2) for Howard data.
Barring deviations at short time scales (τ ≤ τR ≃ 30 s)
expected from rotor inertia, D2ðτÞ ∼ τ0.67�0.04 agrees with
prior empirical results [10–12]. All Sm2 ðτÞ ∼ τ2=3 in Eq. (2)
to within measurement error, in accord with atmospheric
turbulence measurements [35] in the absence of turbines.
We now explain this τ2=3 scaling through turbulence theory.
Turbulent kinetic energy is transported in fluid parcels,

loosely termed “eddies”, of finite spatial extent over which
velocity fluctuations are correlated. When transported past
a stationary, Eulerian probe, an eddy registers a fluctuation
of finite duration. Fluctuations therefore represent the
length r and time τ scales within the inertial range of
turbulence η < r < l0 (Table I). Kolmogorov’s 1941 theory
(K41) [9] elucidates the velocity ( ~u1) fluctuation spectrum
within the inertial range of fully developed (high Reynolds
Re) three dimensional turbulence through the second order
structure function S12ðrÞ ¼ C1ðε̄rÞ2=3 [C1 ∼Oð1Þ constant].
Since we are concerned with temporal wind power
fluctuations, Taylor’s hypothesis (TH) [36] permits a
convenient [37] switch from length to time scales r≡ ūτ
to retrieve the Eulerian, temporal second order structure
function S12ðτÞ ¼ C1ðū ε̄ τÞ2=3. Whereas K41 concerns only
velocity fluctuations [S12ðτÞ], Eq. (2) contains additional
terms S22ðτÞ and S32ðτÞ.
Dimensional analysis similar to K41 extended to

arbitrary powers of velocity yields Smn ðrÞ ∼ ðε̄rÞ2m=3

(Supplemental Material [16]), but substituting r≡ ūτ does
not convert these expressions from space to time. This
conversion depends on the relative magnitude of mean
speed to rms fluctuations ðurms=ūÞ. When urms=ū ≪ 1,
(operationally urms=ū < 0.1), the uniform sweeping regime
arises where TH applies. Here, eddies do not measurably
evolve over measurement duration as they are swept past
the Eulerian probe by ū, thus yielding

D2ðτÞ ∼ 9K2ū14=3ðε̄τÞ2=3 þ 9K2ū8=3u2rmsðε̄τÞ2=3
þ K2u4rmsðū ε̄ τÞ2=3: ð3Þ

S22ðτÞ& S32ðτÞ scalings differ from K41 dimensional
expectations due to breakdown of Galilean invariance
(Supplemental Material [16]). When urms=ū > 0.1, the
random sweeping hypothesis (RSH) applies and accounts
for eddy evolution over measurement duration, yielding

D2ðτÞ ∼ 9K2ū4ðurmsε̄τÞ2=3 þ 9K2ū2u8=3rmsðε̄τÞ2=3

þ K2u14=3rms ðε̄τÞ2=3: ð4Þ

The left-hand side (lhs) of Eqs. (3) and (4) will exhibit
D2ðτÞ ∼ τ2=3 scaling over the range of time scales
τR < τ < τ0. For τ ≤ τR, D2ðτÞ, scaling will deviate due
to turbine inertia and control system dynamics, but S12ðτÞ,
S22ðτÞ, and S32ðτÞ scalings on right-hand side (rhs) of

FIG. 1. (a) Autocorrelation functions [CXðτÞ ¼ ½XðtÞXðtþ τÞ=
XðtÞ2�, where XðtÞ ¼ ~uðtÞ for wind speed and PðtÞ − P̄ for wind
power] exhibit correlation time of τ0 ¼ 13 h (large eddy turnover
time) for wind speed (solid black line) and 14 h for wind power
(dashed red line). (b) S12ðτÞ (solid black circles), S22ðτÞ (solid red
squares), S32ðτÞ (solid blue triangles) representing rhs and D2ðτÞ
(solid green inverted triangles), the lhs of Eq. (2), all scale as τ2=3

within measurement error (�0.04). D2ðτÞ ∼ τ2=3 scaling deviates
for τ ≤ τR ¼ 30 s.

TABLE I. Definitions of parameters and variables.

Quantity Description

l0 Integral length scale
τ0 Large eddy turnover time
η Kolmogorov length scale
ε̄ Mean energy flux per unit mass
~ujjð~rÞ Longitudinal velocity at coordinate ~r
Δumjj ðrÞ ½ ~ujjð~Rþ ~rÞm − ~ujjð~RÞm�
ΔumðτÞ ½ ~uðtþ τÞm − ~uðtÞm�
Smn ðrÞ h½Δumjj ðrÞ�ni
Smn ðτÞ h½ΔumðτÞ�ni
urms rms velocity

ffiffiffiffiffi
~̄u2

p
≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h½Δuðτ0Þ�2i
p

.
ΔPðτÞ ½Pðtþ τÞ − PðtÞ�
D2ðτÞ h½ΔPðτÞ�2i
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Eqs. (3) and (4) will persist. As τ → τ0, all scalings will
deviate from τ2=3 scalings due to loss of correlation. All
these features are observed in Fig. 1(b). Whereas urms=ū≃
0.57 places Howard data [Fig. 1(b)] within the RSH regime
(Eq. (4)), TH and RSH in fact represent two limits. In
reality, both ū and urms participate in eddy transport; hence,
it requires the application of a combination of TH and RSH
[38,39]. Nonetheless, this has no impact on the τ2=3 scaling
since both Eqs. (3) and (4) yield the same exponent.
To our knowledge, this is the first physical explanation of

thewind turbine power fluctuation spectrum.The presence of
urms in D2ðτÞ implies power fluctuations in an individual
turbine contain signatures of the largest scales of atmospheric
turbulence. Furthermore, two turbines distance d ≤ l0 apart
exhibit correlated power fluctuations over a range of time
scales that varies with d. This is owing to urms being the
integral scale (l0) velocity fluctuation, through which the
largest scales of atmospheric turbulence exert influence upon
individual turbines. An estimate of the integral scale from
Howard data yields l0¼urmsτ0¼4.58ms−1×13h¼214km,
clearly, a consequence of diurnal oscillation time scale
dominating over the long signal correlation time
(Supplemental Material [16]). This estimate is in good
agreement with independent studies that directly measured
interplant, instantaneous (zero time lag, τ ¼ 0) power fluc-
tuation correlations which fell with distance. This decay in
correlation was fit with an exponential [eð−d=DÞ] providing a
correlation decay length D∼ hundreds of km; D ¼ 641 km
(Europe) [40],D ¼ 305 km (Electric Reliability Council Of
Texas ERCOT system, Texas) [14],D ¼ 375 km (Germany)
[41], and D ¼ 500 km (Denmark) [42]. Henceforth, we
assume l0 ≃D in all subsequent analysis.
We now consider aggregate power fluctuations in a

wind plant comprising, say M turbines. If individual
turbines were uncorrelated, aggregate plant fluctuations
would smooth as 1=

ffiffiffiffiffi
M

p
, and the spectrum would con-

tinually steepen τζ (with ζ > 2=3) with increasingM. Such
is not the case; wind plant power fluctuations also exhibit
τ2=3 scaling [10,12,14]. At least three sources of turbulence
must be considered at the plant level—turbulence generated
by the atmospheric boundary layer (boundary layer dynam-
ics), collective distortion of flow fields in the vicinity
of a plant by turbine wakes (plant generated turbulence)
[43,44], and finally, turbulence from the largest length
scales of atmospheric flows (atmospheric turbulence). An
estimate of τ0 for the three sources, and its comparison with
duration out to which scalings persist, proves useful in
determining the dominant source of fluctuations.
Using a representative value of urms ∼ 4 ms−1 and

l0 ∼ 1 km for the atmospheric boundary layer thickness
[45], we estimate τ0¼ l0=urms ¼ 250 s∼4 min. Plant gen-
erated turbulence would possess an integral scale l0 ∼ few
kilometers, the plant’s linear dimension. Taking a putative
plant linear dimension of 5 km yields a large eddy turnover
time estimate of τ0 ¼ 5000 m=4 ms−1 ¼ 1250 s∼tens of

minutes. Atmospheric turbulence yields τ0 ∼ 10 h as already
estimated from Howard data. Estimates of τ0 for boundary
layer dynamics (fewminutes) and plant generated turbulence
(tens of minutes) are much shorter than the ∼10 h duration
up to which τ2=3 scaling persists in aggregate plant power
fluctuations [10,14]. In Fig. 2(a), we plot the second order
structure function of power fluctuations for a single wind
plant (N ¼ 1) in the ERCOT system (15 min sampling for
1 yr duration, previously presented in Ref. [14]). There too,
we see τ0.68�0.05 persists up to τ ¼ 11 h.
Irrespective of the turbulent source that generates eddies,

it is ū and urms of large scale atmospheric flows that
transport eddies past the plant [39]. The presence of urms
in the turbine spectrum (Eqs. (3) and (4)) assures plant
generated turbulence and boundary layer dynamics are
slave to the longer time scale dynamics of large scale
atmospheric structures which contain the most energy.
Aggregate plant power smooths over short time scales
corresponding to fluctuation time scales of eddies of size
r ≤ d, where d is interturbine spacing. However, over
D ∼ hundreds of km, a plant few kilometers in span
behaves as an integral probe for all eddies larger than
itself, since these large eddies strongly correlate all turbine
outputs. As a result, one observes the τ2=3 spectral scaling
extend from the turbine to the plant scale.
Moving from a single (N ¼ 1) plant, we now consider

grid level fluctuations in aggregate wind power PðtÞ ¼
ΣN
i¼1Σ

Mi
j¼1PijðtÞ from several (N > 1) distributed wind

plants, each with Mi turbines. In Fig. 2(a), we plot the
second order structure function h½ΔPðτÞ�2i≡ h½Pðtþ τÞ −
PðtÞ�2i for composite wind power PðtÞ for N ¼ 1, 3, and

FIG. 2. (a) Aggregate power scaling h½ΔPðτÞÞ�2i ¼ Aτζ steep-
ens with increasing number of plants N from ζ ¼ 0.68� 0.05
(N ¼ 1, solid blue circles) through ζ ¼ 0.89� 0.05 (N ¼ 3,
solid green squares) until scaling saturates at ζ ¼ 1.39� 0.05
(N ¼ 20, solid red triangles) for ERCOT. EIRGRID data
(N ¼ 224, solid black inverted triangles) yields ζ¼ 1.34�0.01
in exact agreement with ζ ¼ 4=3 bound. (b) X2ðτÞ for interplant
distance d ¼ 18.796 km (solid black circles), d ¼ 35.837 km
(solid red squares) and d ¼ 75.206 km (solid blue triangles)
shows X2ðτÞ ¼ Bτ2=3 for τ > τd, where τd monotonically
increases with d. All curves in (a) and (b) were normalized
(A ¼ B ¼ 1) for easy comparison.
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20 wind plants in the ERCOT system. The scaling
h½ΔPðτÞ�2i ∼ τζ steepens with increasing N from the
expected ζ ¼ 0.68� 0.05 (N ¼ 1) through ζ ¼
0.89� 0.05 (N ¼ 3) before saturating at ζ ¼ 1.39� 0.05
(N ¼ 20). To emphasize the scaling saturation, we overlay
observed scaling for data (15 min sampling over 5 yr)
from the Irish grid (EIRGRID) [46] comprising N ¼ 224
plants, previously published in Ref. [3], which yields
ζ ¼ 1.34� 0.01. Larger the value of ζ (steeper scaling
of h½ΔPðτÞ�2i), greater the geographic smoothing magni-
tude. The fact that scaling stalls at ζ ¼ 4=3 despite an order
of magnitude increase in the number of wind plants from
N ¼ 20 (ERCOT) to N ¼ 224 (EIRGRID) implies, there
exists a limit to geographic smoothing.
Large scale atmospheric influence directly impacts geo-

graphic smoothing through instantaneous correlations in
interplant power outputs. Since large scales convect small
eddies nesting within them, two plants distance d apart
become correlated by eddies of size d < r < l0 and exhibit
correlated power fluctuations in the range of time scales
τd < τ < τ0 and vanish for τ ≤ τd, τd being the fluctuation
time scale for eddy of size r≡ d. From the above physical
picture, we expect the second order cross-structure function
of wind power defined as X2ðτÞ≡ h½Pkðtþ τÞ − PlðtÞ�2i
between plant pairs k and l distance d apart, will scale as
X2ðτÞ ∼ τ2=3 for τ > τd and vanish for τ ≤ τd. This expect-
ation assumes the two wind plants are collinear along the
streamwise direction of large scale flow and would only
work if directional fluctuations are small and infrequent.
Since ERCOT data did not contain wind direction infor-
mation, we confirmed collinearity of plant separation
with prevalent wind direction using monthly averages from
land based stations through the NOAA database [47].
Figure 2(b) shows X2ðτÞ scaling for three representative
wind plant pairs in the ERCOT system where this expect-
ation is met. A clear time scale (τd) is discernible below
which no scaling exists, and above which X2ðτÞ ∼ τ2=3

holds. Importantly, τd monotonically increases with inter-
plant distance d, thus supporting our expectation.
We now use the above framework to explain the geo-

graphic smoothing mechanism and its τ4=3 spectral limit.
Consider N distributed wind plants, with interplant distance
d less than (d < D), comparable to (d≃D), or greater than
(d > D) spatial correlation length D (l0 ≃D). Summing
all outputs into a composite signal PðtÞ representing
the aggregate grid-scale wind power, we see PðtÞ ¼
ΣN
i¼1Σ

Mi
j¼1PijðtÞ ¼ Kij½ūij3 þ 3ūij2 ~uijðtÞ þ 3ūij ~uijðtÞ2þ

~uijðtÞ3�. As odd functions, ~uijðtÞ and ~uijðtÞ3 take positive and
negative values at different spatial locations for each instan-
taneous snapshot, with their sum approaching a small,
nonzero value. However, ~uijðtÞ2 being quadratic and always
positive is amplified under summation Σi;j

~uijðtÞ2 and exerts
control over grid-scale fluctuations. Since the efficacy of
geographic smoothing depends upon the decay of

spatiotemporal correlations inPðtÞ,we examine its temporal,
two-point correlator given by

¯PðtÞPðtþ τÞ ¼
X

k;l

¯PkðtÞPkðtþ τÞþ ¯PkðtÞPlðtþ τÞ: ð5Þ

When individual plant outputs are summed, the cross-
correlation term (second term in rhs of Eq. (5) encoding
long-range spatial correlations decays with increasing inter-
plant distance and Σk;l

¯PkðtÞPlðtþ τÞ → 0 as d → D. This
leaves only the self-correlation term [Σk;l

¯PkðtÞPkðtþ τÞ],
which represents true K41 scalings.
Whereas temporal sampling at an Eulerian point yields a

non-Galilean invariant temporal spectrum for wind power,
the temporal spectrum of a spatially averaged signal is
Galilean invariant by default and respects K41 scalings
[38]. Scaling up from N ¼ 1 towards several (N > 1)
distributed plants spanning an area ∼D2 feeding the grid,
one approaches the asymptotic field averaged limit. In this
limit, cross-correlations in Eq. (5) decay and the signal self-
correlation is retained with true K41 scaling. Whereas the
asymptotic convergence would occur as

ffiffiffiffi
N

p
if plants were

independent, long range spatial correlation permits faster
convergence as observed in Fig. 2(a). Consequently, grid-
scale aggregate power fluctuations h½ΔPðτÞ�2i follow K41
dimensional scaling for ~uðτÞ2, i.e. h½ΔPðτÞ�2i∼S22ðτÞ∼ τ4=3

(Supplemental Material [16]). In fact, since one can never
escape self-correlations, grid-scale fluctuations cannot
smooth beyond this natural scaling limit; h½ΔPðτÞ�2i ∼ τζ

will steepen and ζ will increase from ζ ¼ 2=3 for a single
plant to ζ ¼ 4=3 at the grid scale and stall there. Further
increase in the number of wind plants N cannot smooth
fluctuations past this natural spectral bound as clearly
evidenced from Fig. 2(a).
In summary, knowledge of the spectral bound and

validation of its existence has immediate implications for
wind engineering and policy alike. Once the spectral limit
is hit, adding power from more plants located within the
correlation distance D does not change the spectrum.
Adding power from plants situated beyond the correlation
length will contribute more power to the zero frequency
mode (mean power) and the spectrum will shift down, but
will retain its 4=3 spectral slope. Knowledge of this spectral
limit helps estimate the ancillary reserves [48] needed
on standby for a grid of given size and response time. The
known spectral form, when fed as input to a stochastic
load scheduling protocol [49], could potentially alleviate
dynamic load balancing challenges. Similar spectral limits,
if they exist, for other renewables such as solar [4], could
inform policy by helping estimate the optimal energy mix
for a regional grid with known set of resource constraints.
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