PRL 118, 013003 (2017)

PHYSICAL REVIEW LETTERS

week ending
6 JANUARY 2017

£

Unified Time and Frequency Picture of Ultrafast Atomic Excitation in Strong Laser Fields

H. Zimmermann,l‘* S. Patchkovskii,l’+ M. Ivanov,

1,23 i

and U. Eichmann"

'Max-Born-Institut, Max-Born-Str. 24, 12489 Berlin, Germany
2Depam‘ment of Physics, Humboldt University, Newtonstrasse 15, 12489 Berlin, Germany
*Blackett Laboratory, Imperial College London, South Kensington Campus, SW7 2AZ London, United Kingdom
(Received 11 August 2016; published 5 January 2017)

Excitation and ionization in strong laser fields lies at the heart of such diverse research directions as high-
harmonic generation and spectroscopy, laser-induced diffraction imaging, emission of femtosecond
electron bunches from nanotips, self-guiding, filamentation and mirrorless lasing during propagation of
light in atmospheres. While extensive quantum mechanical and semiclassical calculations on strong-field
ionization are well backed by sophisticated experiments, the existing scattered theoretical work aiming at a
full quantitative understanding of strong-field excitation lacks experimental confirmation. Here we present
experiments on strong-field excitation in both the tunneling and multiphoton regimes and their rigorous
interpretation by time dependent Schrodinger equation calculations, which finally consolidates the
seemingly opposing strong-field regimes with their complementary pictures. Most strikingly, we observe
an unprecedented enhancement of excitation yields, which opens new possibilities in ultrafast strong-field
control of Rydberg wave packet excitation and laser intensity characterization.
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If one endeavors to comprehend atomic strong-field
physics one has to be prepared to be a restless wanderer
between two worlds: the multiphoton and the tunneling
realms. Thereby, the Keldysh parameter y [1] serves as a
faithful, but rather vague guide in which region a particular
experiment resides. Both domains provide their own
convincing notions on how to understand the underlying
physics at least qualitatively. While the tunneling picture
concentrates on time aspects [2—4], the multiphoton world,
which shines through whenever experimental observations
suggest resonance effects to be responsible for enhanced
features [5-7], rests on a complementary approach in the
frequency domain. Since Keldysh’s work [1], the two
regimes have been clearly delineated as the two limits
y < 1 for tunneling and y > 1 for multiphoton. Strong-field
excitation of atoms has been initially observed in the
multiphoton regime [8—10]. Thereby, the excitation has
been almost solely associated with the multiphoton picture,
no matter what regime the Keldysh parameter suggests.
Only recently, strong-field excitation in the tunneling
regime has been measured and successfully described by
the frustrated tunneling ionization (FTI) model [11],
offering a time dependent perspective on excitation.
Moreover, recent investigations on atomic strong-field
excitation and acceleration [12] at intensities beyond
saturation have given strong hints of the existence of long
sought bound states of a nearly free electron in strong
laser fields [13], known as Kramers-Henneberger states
[14], and have uncovered unexpected links of strong-field
excited states to nonlinear phenomena such as the high
order Kerr effect [15], high-harmonic generation [16], and
multiphoton Rabi oscillations [17]. Despite its newly

0031-9007/17/118(1)/013003(5)

013003-1

recognized importance, however, the existing scattered
theoretical work [18,19] aiming at a full quantitative
understanding of strong-field excitation lacks experimental
confirmation.

In this Letter we present experiments on strong-field
excitation of rare gas atoms in both the tunneling and
multiphoton regime and their interpretation based on time
dependent Schrodinger equation (TDSE) calculations.
Particularly, in our analysis we will concentrate on the
signatures of channel closing [20,21], a genuine multi-
photon effect (or more precisely, an effect of the time-
periodicity of the driving field), in the excitation and their
evolution through the two regimes, from multiphoton to
tunneling. We mainly address high-n Rydberg states in the
vicinity of a channel closing, which have Kepler orbital
periods much larger than the laser pulse duration and,
therefore, cannot be considered resonances. This property
separates the quasicontinuum of Rydberg states from the
well-known Freeman resonances [5], which have Kepler
orbital periods less than the laser pulse duration.

In the multiphoton picture channel closings originate
from the ponderomotive shift U, = (F§/4»?) (atomic
units are used throughout, unless specified otherwise) of
the ionization continuum, where F| is the peak electric field
(peak intensity / « F3) and @ is the laser frequency. An m-
photon ionization channel closes when ma < 1 »t+ U P 1.€.,
the combined energy of m photons falls below the upshifted
continuum threshold (7, is the ionization potential). The
closing decreases the ion yield in the m-photon channel.
On the other hand, the underlying resolved [5] or unre-
solved quasicontinuum of Rydberg states shifts into reso-
nance [18,19]. Depending on the ionization rate of these
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intermediate (transient) resonances, the yield in the m + 1
channel may, in fact, increase, as was shown in pioneering
ATT experiments [5,7] and later confirmed in calculations
[6,7,22]. If, on the other hand, excited states are stabilized
by the intense field [13,18,19,23], accumulation of the
excited states should result. This modulation of the exci-
tation cross section in the vicinity of a channel closing has
not been observed in strong-field experiments so far.

In the time-domain picture channel closings arise as a
destructive interference between electron bursts liberated at
subsequent peaks of the laser field. The gross structure of
these interferences is transparent within the strong-field
approximation (SFA). The SFA amplitude a,, for the direct
photoelectron with momentum p can be written as a sum
over stationary trajectories [24,25]:

aP = Zapr0p<p7ts)aion<p’ts) (1)

2

where a;,, is a strong-field ionization amplitude. The sum
is over all stationary times f,, which are repeated for each
laser cycle. For a slowly varying pulse envelope, the
dominant time-dependent contribution in Eq. (1) comes
from the propagation amplitude ay, o exp (i), where
the stationary phase ¢, is

1
b= =5PT =t 1= [V, 0 @)

Here, T is the observation time, 7, = M (¢,) is the ionization
time, and U ,(7) is the cycle average of the quiver energy.
For two trajectories born at subsequent laser cycles to
interfere constructively, the phases ¢, must differ by a
multiple of 2z, leading to the condition,

1
I,,+Up+§p2:ma). (3)

Setting the photoelectron momentum to zero then yields the
closure condition for the m-photon ionization channel. We
note that this approach is also suitable for describing
strong-field excitation, since the low momentum electrons
are known to be partially recaptured by the Coulomb
potential into excited Rydberg states through FTI [11].
In the experiment we investigate strong-field excitation
of Ar and Ne atoms by 800 and 400-nm laser fields, with
intensities up to 10'® and 2 x 10" W cm™2, respectively.
The experimental setup is outlined in Fig. 1 (see also
Supplemental Material [26]). We emphasize that we mea-
sure the yield of strong field-excited atoms, rather than
ions. The measured yields of excited atoms are summarized
in Fig. 2. The most prominent feature of the experimental
data is the sequence of steps found in the Ar* yield at
400 nm [panel (a)]. The (90 + 20)x increase between 175
and 275 TW cm™2 is clearly associated with the closing of

FIG. 1. Sketch of the experimental setup. A focused linearly
polarized laser beam with a pulse duration of 45 fs full width at
half maximum and a center wavelength of either 800 or 400 nm
intersects a collimated effusive beam of rare gas atoms midway
between two field plates, where high voltages (HV) can be
applied for pulsed field ionization (see Supplemental Material
[26]). The atomic beam A is directed towards a position-sensitive
multichannel plate (MCP) detector, which detects excited atoms
A* due to their high internal energy (=10 eV or more). Ground
state atoms are not detected. A typical distribution of excited
atoms is shown color coded. For the analysis we take only signals
stemming from the immediate vicinity of the focal plane (red
rectangle) to reduce volume-averaging effects.

the six-photon ionization channel, which occurs at
190 TWcm™2 [black arrows, top of Fig. 2(a)]. A less
pronounced (5+3)x increase between 40 and
70 TW cm™2 can be tentatively assigned to a five-photon
resonance with the Stark-shifted 3p>6s' manifold of Ar
based on TDSE results. For Ne, the first (seven-photon)
channel closing is expected to occur already at 8 TW cm™2,
too low for ionization or excitation to be detected in our
apparatus. The eight- and nine-photon channels close
respectively at 218 and 428 TWcm™ [green arrows,
bottom of Fig. 2(a)]. Although the density of our intensity
grid is insufficient to clearly resolve the steps in Ne*
yield, we do see a (15 4 5)x increase between 220 and
270 TWem=2, followed by a (4.440.5)x increase
between 380 and 430 TW cm™2. We note that the exper-
imental results include focal averaging. The appearance of
steps in the focal-averaged results inevitably correlates to a
maximum in the intensity-dependent yield before focal
averaging (see the Supplemental Material [26]).

Most of the data shown in Fig. 2(a) are obtained in the
multiphoton regime y > 1 (y = 1 at 530 and 720 TW cm~2
for Ar and Ne, respectively). It is therefore instructive to
examine the excited-atom yield for the 800 nm field
[Fig. 2(b)], where tunneling regime y <1 is reached
already at 130 TW cm~2 for Ar (180 TW cm™2 for Ne).
For both atoms, a smooth, featureless increase in excited-
state yield is seen with increasing intensity. However, the
absence of channel-closure steps in our 800 nm data is not
conclusive: Channel closings at this wavelength are
expected to occur every 26 TW cm™2, while our intensities
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FIG. 2. Yield of strong-field excited Ar (black disks) and Ne
(green squares) atoms, as a function the laser intensity (lower x
axis). The Keldysh y parameter for argon is shown on the
upper x axis. (a) 400 nm laser wavelength. Volume-averaged
TDSE results for the all-electron (AE; red dashed line) and
core-eliminated (CE; blue dotted line) model potentials
are shown for comparison. Selected channel-closure intensities
[,, = 35090* (mw — I,,), where I, is in TW cm™?] are indicated
by black (Ar, top) and green (Ne, bottom) vertical arrows.
(b) 800 nm laser wavelength. Channel closings are found at
~26 TW cm™2 intervals, and are not shown. Experimental inten-
sities are calibrated on the calculated position of the six-photon
channel closing in argon.

are determined to ~15% [24 TWcm™2 for the lowest
intensity shown in Fig. 2(b)]. It nonetheless remains a
valid question whether channel-closing signatures persist in
the tunneling- and over-the-barrier-ionization regime, and
are washed out due to the volume averaging and intensity
fluctuations in our experiment. To resolve this important
issue, and to further assign the features seen at 400 nm, we
turn to numerical simulations.

Our TDSE simulations [31] account for the dynamics of
a single active electron (see Supplemental Material [26]).
The results from the two model potentials [all-electron
(AE) and core-eliminated (CE)] are visually almost indis-
tinguishable in Fig. 3(a). However, the small differences in

6 7

015 . ........ ....... ....... lf,, , ........ s | PO ER -
: Y AN 400 nm, CE

0.10 [ ........ .......

P(Ar)

0.05 [~

102

104 F,
O T S R M T
10" 0 50 100 150 200 250 300 350 400 450 500

11121314 1516 17 18 19 20 21 22 23 24 25 26 27 28 29
S S s i S i S B S % S S e ) R e e

0.06
0.04

< 0.02
o

7 E
10" 9 50 100 150 200 250 300 350 400 450 500

oo AE
" 400 nm, CE ~

; o
125 25 50
Intensity, TW cm2

200 400

FIG. 3. Probability of ionization and neutral excitation in Ar, as
a function of peak intensity (in TW cm™2). Probabilities above
(below) brown horizontal line at P ~ 0.01 are shown on a linear
(logarithmic) scale. (a) Excitation by a 400 nm field. Red dashed
line: AE potential; Blue dotted line: CE potential. Intensities of
m-photon channel closings are indicated on the top x axis.
(b) Probability of neutral excitation in argon for 800-nm driving
field. (¢) Combined probability of excitation and ionization.

the excitation probability between 50 and 150 TW cm™>
are magnified upon volume averaging. The AE focal spot-
averaged result coincides with the experimental curve
[Fig. 2(a); red dashed line]. The CE result (blue dotted
line) shows excitation-probability steps at the same inten-
sities, but is consistently shifted up by a factor of ~ 2.5
between 50 and 150 TW cm~2. Since both potentials yield
nearly identical results for I > 150 TW cm~2, and are
qualitatively consistent at all intensities, we exclusively
use the CE potential for the 800 nm simulations.
Because of the much smaller channel spacing at 800 nm,
the first (11-photon) channel closing is already visible just
below ~25 TW cm~2 [Fig. 3(b)]. Regular channel closings
are then seen at the expected intensities up to the 17-photon
closing (=180 TW cm™2; 2.7% excitation probability; 52%
initial-state survival probability). At higher intensities, the
calculated strong-field excitation probabilities remain
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strongly modulated (0.7% to 6.2% overall range). At the
same time, the positions of the maxima first shift away from
the expected channel closings and later become irregular.
Focal volume averaging of the calculated excitation prob-
abilities yields an intensity dependence coinciding with the
experimental result [Fig. 2(b); solid purple curve], obscur-
ing the modulation of the yield.

The irregular behavior of excitation probability for
high-intensity 800 nm pulses is striking, especially when
compared to the 400 nm results, which remain regular
despite the even higher depletion levels at 400 nm,
[Fig. 3(c)]. As a central part of our analysis we explain
this pattern in the time domain.

At high depletion levels, both ionization and excitation
primarily happen at the raising edge of the pulse, before the
peak intensity is reached. Thereby, U, changes linearly
with the intensity between two subsequent cycles. For
our 45-fs pulses, the instantaneous intensity increases
by 5.5% (400 nm) and 11% (800 nm) between two
subsequent cycles at the half of the peak intensity. As a
consequence, the electron accumulates an additional phase
of ~27z(U,/w)R, where R is defined as the relative
intensity change between the two subsequent cycles. For
the 400-nm driver, the U,/ ratio remains small even at the
highest intensity used in our calculations (e.g., U, /0 ~ 2.4
at I = 500 TW cm™2), so that the intensity variation does
not affect the positions of channel closings. The situation
changes for the 800-nm field: already at = 500 TW cm™2,
U,/w = 5.8. This corresponds to a 1.3z contribution to the
continuum phase at the raising edge of the pulse, sufficient
to change the sense of the interference between two
subsequent cycles from constructive to destructive, and
shift the position of the apparent channel closing.

Given the excellent agreement between the calculated
and experimental yields, we are encouraged to analyze the
calculated Rydberg state populations in the vicinity of the
main excitation peak [Fig. 4(a)]. At 180 TWcm™ and
400 nm, right before the raising edge of the peak, the
excited-state population distribution is bimodal. The minor
contribution around n = 5 originates from a five-photon
excitation to Stark-shifted 5s and 6s atomic states. The
dominant, broad distribution peaks at n = 13 and extends
to n>25. At this intensity, the six-photon ionization
channel is still open. As the intensity increases, the six-
photon channel begins to close for high Rydberg states,
gradually shifting the population to low n. Beyond
210 TWcem™2, the Rydberg-state distributions become
very narrow, and are dominated by individual-state reso-
nances (5f, 6f, and 8f—10f at 220 TWcm™2; 5f-7f at
230 TW cm™2; 4f at 250 TW cm™2). In the vicinity of the
seven-photon closing, the pattern repeats itself, although
less clearly due to the depletion.

High-n,-I Rydberg states populated at lower intensities
are highly resistant to photoionization [19,32], mainly due
to a negligible overlap with the atomic core. The survival of
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FIG. 4. Distribution of the principal quantum number 7 of the
Rydberg states in Ar after strong-field excitation. Unless noted
otherwise, data are for the 400 nm driving field. In (a) the
principal quantum number in the abscissa corresponds to , in (b)
and (c) to nmyax (a). Calculated (AE) distributions at different
peak intensities close to the six-photon peak in Fig. 3(a). The
distributions are normalized to 1 over Rydberg state population
with 4 < n <23. The CE distributions are qualitatively similar.
(b) Experimental cumulative distributions of n at 180, 260, and
1100 TW cm~2 (400 nm) and 770 TW cm~2 (800 nm). The error
bars include the statistical count error only. (c) Theoretical
cumulative distributions after volume averaging.

low-1 states, including / = 0, suggests that other physical
mechanisms (such as interference stabilization [33] or
formation of Kramers-Henneberger states [13]) may come
into play at the high-intensity side of the excitation peak.

With our experimental setup we are able to extract
cumulative n distributions from pulsed field ionization
measurements. These could only be measured with suffi-
cient statistics at the high intensity end of the excitation step
and at higher laser intensities [Fig. 4(b)]. In spite of low
statistics, it appears that the n distribution does shift
somewhat towards lower n between 180 (black disks)
and 260 TW cm™2 (green squares), then moves slightly
towards high n again at 1100 TWem™ (red diamonds).
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Interestingly, for all three intensities at 400 nm, a large
fraction of states are formed initially in n <7 Rydberg
states (our static field is insufficient to differentiate between
low-n Rydberg states). These patterns are broadly con-
firmed by the volume-averaged TDSE n distributions
[Fig. 4(c)], although the calculated distributions appear
to be more sensitive to the peak laser field. Interestingly, the
survival probability of low-n states decreases for the
800 nm driving light [Fig. 4(b), blue triangles]. A similar
trend is seen in the calculated 800-nm distributions (data
not shown). In passing, we also note that at high intensities
the FTI model yields very similar n distributions, reflecting
the increasingly classical electron motion [34].

In conclusion, we studied strong-field excitation in Ne
and Ar in both the multiphoton and tunneling regimes. We
have compared the Ar results with TDSE calculations,
which are in excellent agreement with the experimental
excited atom yield. Deep in the multiphoton regime we
were able to directly observe an unprecedented enhance-
ment of the excitation of Rydberg states in the vicinity of a
channel closing in Ar and a smaller one in Ne, accessing the
hitherto unexplored range of a quasi-continuum of Rydberg
states that is responsible for it. The enhancement provides a
nearly model-independent intensity calibration. In the
tunneling regime resonance effects are strongly modified
by the accumulation of the electronic phase in the con-
tinuum, making the tunneling picture more intuitively
appealing. We emphasize that the analysis thus reconciles
the multiphoton and tunneling picture by highlighting the
smooth transition from a regular to an irregular excitation
pattern at the channel closings, where excitation dominates.
We were also able to observe hints of intensity-dependent
control of the excited Rydberg state distributions, which are
strongly supported by our TDSE results.
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