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Negative differential resistance remains an attractive but elusive functionality, so far only finding niche
applications. Atom scale entities have shown promising properties, but the viability of device fabrication
requires a fuller understanding of electrondynamics than has been possible to date.Using an all-electronic time-
resolved scanning tunnelingmicroscopy technique andaGreen’s function transportmodel,we study an isolated
dangling bond on a hydrogen terminated silicon surface. A robust negative differential resistance feature is
identified as a many body phenomenon related to occupation dependent electron capture by a single atomic
level. We measure all the time constants involved in this process and present atomically resolved, nanosecond
time scale images to simultaneously capture the spatial and temporal variation of the observed feature.
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Half a century ago, William Shockley, upon hearing of
Esaki’s new diode and the strange negative differential
resistance (NDR) it displayed [1], declared the Esaki diode,
or tunnel diode, would play a dominant role in the then
rapidly emerging field of semiconductor electronics.
However, challenges related to complementary metal-
oxide-semiconductor (CMOS) fabrication compatibility
have persistently blocked the broad application of tunnel
diodes. Because of the continued attraction of reduced
device count and improved performance that NDR offers
[2], researchers have continued to this day to seek physical
mechanisms that yield NDR [3–8]. Indications of NDR at
the nanoscale have been enticing [9,10] but resisted
reduction to practical implementation. Molecular-scale
candidate assemblies have likewise fallen short of practical
requirements, and in some cases, it has been revealed that
molecular degradation occurring during measurement
results in a current voltage trace that transiently masquer-
ades as NDR only to fail shortly thereafter [11,12]. Because
of the false starts, a robust and well understood mechanism
for NDR is desirable.
Well characterized atom scale ensembles, probed with

the tip of a scanning tunneling microscope (STM) have
recently led to renewed hope. One particular embodiment
involves a silicon dangling bond (DB) on an otherwise
boron terminated silicon (111) surface [13,14]. Crucially,
the observation of NDR is reproducible and does not
require a chance unknown contamination of the metal
scanned probe as had been the case in an early report [10].
While a practical scalable fabrication process has not been
reported, it is at least conceivable that one could be found.
But before that practical step is taken, two more basic
challenges must be overcome to create a robust basis for
NDR. One issue is that DBs on the boron silicon surface
occur at random during the sample preparation and cannot

be deliberately fabricated. Practical implementation
requires control over the placement of individual DBs
and the density of multiple DBs. Secondly, while a logical
description of factors playing a role has been offered, no
predictive theory has yet been established.
Here, we address both of these issues. We show that DBs

on a hydrogen-terminated Si(100) surface (H∶Si), which
can be patterned with atomic precision [15–17], exhibit the
desired NDR. In addition to scanned probe-based current-
voltage spectroscopy as has been used before, we apply an
all-electronic time-resolved STM technique [18–25] to
isolate single atomic state carrier capture events, including
the measurement of an absolute capture rate on the
nanosecond scale. A variation of that technique yields
nanosecond scale temporal resolution without loss of atom-
scale spatial imaging to reveal the lateral variation of the
NDR effect. A Green’s function transport model gives an
account of the various rates participating in the process at
different bias and tip height regimes. This model convinc-
ingly reproduces the measured data and thereby, establishes
a new mechanism to explain the physical process under-
lying the atom scale NDR process.
For these experiments, tungsten tips are electrochemi-

cally etched, cleaned, and sharpened by field ion micros-
copy [26]. The samples are cleaved from a 3–4 mΩ cm
n-type arsenic doped Si(100) wafer (Virginia Semiconductor
Inc.) and are flash annealed at 1050 °C several times to
remove the oxide layer. Hydrogen termination is done at
330 °C for 30 seconds under exposure to atomic hydrogen
gas at 1 × 10−6 Torr. The measurements were performed at
4.5 K in ultrahigh vacuum using Omicron low temperature
STM. The Omicron STM is equipped commercially with
radio frequency (rf) wiring that has a 500 MHz bandwidth.
An arbitrary function generator (Tektronix AFG3252C)
was used to generate a cycle of voltage pulses that are fed to

PRL 117, 276805 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

30 DECEMBER 2016

0031-9007=16=117(27)=276805(5) 276805-1 © 2016 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.117.276805
http://dx.doi.org/10.1103/PhysRevLett.117.276805
http://dx.doi.org/10.1103/PhysRevLett.117.276805
http://dx.doi.org/10.1103/PhysRevLett.117.276805


the tip. An rf switch (Mini-Circuits ZX80-DR230-S+) is
used to change the tip between ground and the output of the
arbitrary function generator.
A DB has a single localized level in the bulk band gap

that can hold up to two electrons. A DB with no electrons
will be in a positive charge state (DBþ), a single electron
puts the DB in a neutral charge state (DB0), and the
addition of a second electron brings the DB to a negative
charge state (DB−). The charge states, DBþ, DB0, and
DB−, can be detected through their band bending effect on
the surrounding H∶Si [27]; however, in STM IðVÞ spec-
troscopy, they are not directly observed. Instead, steplike
features correspond to charge transition levels, denoted
(þ=0) and (0=−) [28]. These levels correspond to the
energies that must be imparted to an electron for it to drive a
transition between charge states. The charge transition
energies are due to polarization, relaxation, and in the
case of (0=−), the on site interaction energy, or Hubbard U,
associated with the addition of an electron.
Themeasurements are performed on highly arsenic-doped

H∶Si heated to 1050 °C for oxide desorption, where negli-
gible depletion of dopants near the surface is reported [29].
Figure 1(a) reveals that unlike the results on samples with
substantial dopant depletion region at the surface [18,30], the
current onset arises in the bulk band gap. This indicates that
the DB is being supplied by the bulk conduction band. For
close tip-surface distances, the tunneling spectra exhibit a
current drop (NDR) at approximately −1.20 V. For bias
voltages more negative than the NDR onset, IðZÞ spectra
exhibit a peak, while for bias voltages less negative than the
NDR onset, the tunneling current is exponentially dependent
on the tip height [Fig. 1(a)]. Corresponding constant height
STM images [Fig. 1(b)] reveal that for closer tip-surface
distances, theDB exhibits a dark center at bias voltagesmore
negative than the NDR onset, indicating the spatial depend-
ence of the NDR feature.
Figure 1(c) compares IðVÞ spectra over a DB and H∶Si

at the same tip height. The tunneling current onset for a DB
occurs inside the bulk band gap, and for H∶Si, it occurs
approximately at the energy of the silicon valence band
edge. This indicates that in the NDR regime, the dominant
electron pathway from the conduction band to the tip is
through the DB state as opposed to direct tunneling from
the silicon conduction band to the tip. This pathway is
likely mediated via vibronic coupling [31].
We used a nonequilibrium Green’s function (NEGF)

method [32] to interpret our experimental results
[Fig. 2(a)]. In the NEGF formalism, coupling parameters
between the DB and the tip (Γtip) as well as the DB and
substrate (ΓSi) have been chosen to reproduce the exper-
imental data [33]. Details are available in the Supplemental
Material [34]. These calculations agree with our exper-
imental findings and allow us to understand the processes
involved. The underlying mechanism for the observed
characteristic IðVÞ curves is presented in the band diagrams
[Figs. 2(b)–(e)], separated into the four relevant energy

regimes. Tip induced band bending is calculated for a 1D
approximation using SEMITIP software [34–36]. Since the
tip work function is unknown, we assume a contact
potential difference of zero, consistent with a previous
study of the same surface [29]. The tunneling current is
zero when the tip Fermi level is above the DB’s charge
transition levels [Fig. 2(b)]. The current onset of IðVÞ
spectra occurs when the tip Fermi level becomes resonant
with the (0=−) level of the DB [Fig. 2(c)]. The electrons
start flowing from the conduction band through the
(0=−) level of the DB and into the tip. As the sample
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FIG. 1. (a) Typical filled state IðV; ZÞ spectra of a single DB on
highly doped hydrogen terminated silicon(100) recorded at 4.5 K
with an STM probe at the DB center and at different tip-height
offsets. The initial tip height (zero tip offset) is set with the
tunneling conditions of −1.80 V and 30.0 pA on top of the DB.
The tip is moved subsequently 310 pm closer to the DB in 10 pm
increments. (b) Constant height STM images of the DB in (a) at
different tip-height offsets (indicated on the left side) and sample
bias voltages (indicated on top of each column). The tunneling
current range for each STM image is indicated inside the color-
bars attached to their frame. The size of the images is 3 × 3 nm2.
The slight asymmetry in the images is due to an asymmetric tip
shape. (c) Semilog plots of IðVÞ spectra on a DB [different DB
than the one shown in (a) and (b)] and H∶Si at the same tip height.
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bias becomes more negative, in agreement with the experi-
ment, the NEGF calculations predict NDR. At the NDR
onset, the tip becomes resonant with the (þ=0) level
[Fig. 2(d)], and the DB can occasionally be fully emptied
by the tip. During the time that the DB is fully empty, the
supply of electrons from the conduction band to the DB has
to flow through the (þ=0) level. Since this level is
energetically much lower than the (0=−) level, the process
is more inelastic and hence, slow in comparison [32]. This
results in NDR. The NDR persists until the (þ=0) level
becomes resonant with the bulk valence band due to tip-
induced band bending [Fig. 2(e)]. As the sample bias
becomes more negative, greater overlap between the DB
and the bulk valence band allows for increased current flow.
The separation between the higher and lower levels in a
nonequilibrium setting is a many-body phenomenon. At a
single particle level, ignoring the interactions, NDR would
not have been present in the system.
Because of the approximations made, the theory serves

to explain the physical phenomenon leading to NDR
qualitatively and not to reproduce exactly the measured
IðVÞ spectra. While general features are well reproduced,

the theory does not fully capture the experimental sup-
pression of current in the very close tip regime. Specifically,
while the experiment shows a reduction in the local current
minimum at approximately −1.4 V as the tip approaches
the sample, in our theoretical calculations, the minimum
value of the current increases with the reduced tip-sample
distance. This discrepancy may be a result of neglecting the
dynamic interactions in self-energy, which is expected to
play a more important role as the distance between the tip
and DB decreases.
We perform all-electronic time-resolved STM measure-

ments [18–25] to capture all the relevant rates in the NDR
energy regime. A schematic of time-resolved IðVÞ spec-
troscopy measurement is shown in Fig. 3(a). Time resolved
measurements are distinct from their dc counterparts in that
the tunneling current is induced by a series of short voltage
pulses rather than a continuous dc bias. Pulse width, pulse
amplitude, repetition rate, and duty cycle can be tuned
based on the conditions of the experiment. There exists an
impedance mismatch between the 50 Ω of the outside
circuit and the tunnel junction. In order to mitigate ringing
at the tunnel junction, the pulses edges were kept to 2.5 ns.
Furthermore, short pulses experience a distortion at the
junction that creates an effective voltage at the junction that
may be different than the applied voltage. To circumvent
this, a series of fast IðVÞ curves for the pulse widths of
interest were taken over H∶Si, followed by a dc curve. The
fast curves of the inert surface should reproduce the dc
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FIG. 2. (a) Calculated IðVÞ spectra of a single silicon dangling
bond at different tip-sample distances using NEGF. (b)–(e)
Energy diagrams of the system of study for all the different
energy regimes observed in the IðVÞ spectra. Fermi energy of the
bulk silicon (ESi

F ) and the tip (Etip
F ) as well as the DB charge

transition levels, (þ=0) and (0=−), are displayed in the diagram.
(b) The tip Fermi level is above both the DB charge transition
levels. (c) The tip Fermi level is in resonance with the (0=−) level
and above the (þ=0) level. (d) The tip Fermi level is in resonance
with the (þ=0) level. (e) The tip Fermi level is below both charge
transition levels, and due to tip induced band bending, the (þ=0)
level becomes resonate with the bulk valence band edge.
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FIG. 3. (a) Time-resolved IðVÞ spectroscopy measurement
scheme. The dc bias is set to zero and the tunneling current is
measured from a series of varying-amplitude nanosecond-regime
pulses. (b) Time-resolved IðVÞ spectra recorded with tip-height
offset of −210 pm and different pulse widths (10 ns to 1 μs). The
inset compares the dc IðVÞ and the time-resolved IðVÞ with 1 μs
pulse width. The duty cycle for each curve is 0.05. The initial tip
height (zero tip offset) is set with the tunneling conditions of
−1.80 V and 30.0 pA on top of the DB. (c) Pulse current as a
function of pulse width for three different pulse amplitudes are
shown as examples. Solid lines are exponential fits.
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curve, and an appropriate voltage shift can be extracted by
comparison. This calibration reflects the difference in
effective voltage and the applied voltage. To calculate
the current induced by the voltage pulses, we use Ipreamp ×
T=W ¼ Ieff formula. Where T is the period of the pulse
series, W is the width of the pulse, Ipreamp is the measured
current from the STM preamplifier, and Ieff is the current
induced by the voltage pulses.
Time-resolved IðVÞ measurements for a given tip height

and different pulse widths are shown in Fig. 3(b) and
compared with dc IðVÞ. The NDR feature is extinguished
for short pulses. The time-resolved IðVÞ spectra approach
the dc IðVÞ for longer pulses [inset in Fig. 3(b)]. The
measured tunneling current for a given bias voltage exhibits
an exponential decaywith increasing pulsewidth [Fig. 3(c)].
From the results in Figs. 3(b) and 3(c), we are able to

capture all the time constants related to NDR (Fig. 4). The
time constants of the exponential decays in Fig. 3(c)
correspond to the time needed to fully empty the singly
occupied DB by the tip (T2t). Figure 4(b) plots T2t for
different bias voltages in the NDR regime. During this time,
the current flows only through the (0=−) level. Since the
electron supply time constant from the bulk to the (0=−)
level (T1b) is much longer than its emptying time by the tip
(T1t), the measured current with the shortest pulse (10 ns)
inversely corresponds to T1b. Therefore, we are able to
extract T1b from the spectrum of 10 ns width pulse
[Fig. 4(c)]. The time constant of electron supply from
the bulk to the (þ=0) level (T2b) can be calculated by
(Supplemental Material [34]):

T2bðVÞ ¼
½e − IdcðVÞT1bðVÞ�T2tðVÞ

T1bðVÞIdcðVÞ
;

where e is the elementary charge. Figure 4(d) shows T2b for
different bias voltages in the NDR regime. This is the direct
measurement of electron capture time by a midgap state
through an inelastic process.
The spatial evolution of a single DB at nanosecond time

scales can be detected by performing time-resolved imag-
ing [Fig. 4(e)]. The resulting current maps are measured
using short voltage pulses and resolve dynamics that occur
on the time scale set by the pulse width. For the shortest
pulses, the applied bias does not remain on long enough to
fully empty the DB from the (þ=0) level. Therefore, the
electron transport occurs through the (0=−) level. Here,
the DB appears as a simple protrusion [10 ns image in
Figs. 4(e) and 4(f)]. This simple protrusion corresponds to
the hydrogenlike atomic orbital of the doubly occupied DB.
As the pulse becomes longer, the conductivity at the center
of the DB decreases [Fig. 4(f)] and the DB appearance
approaches that of the dc measurements. This shows that
the probability of emptying the DB from the (þ=0) level is
greater at its center, suggesting that the singly occupied DB
is less extended than the doubly occupied DB, as expected.
This explains the observed “ring” shape of the DB in the
NDR regime.

NDR continues to be a desirable but elusive functionality
in electronic circuity. Here, we come to a detailed under-
standing of a structural and material configuration yielding
robust NDR on silicon and which is therefore compatible
with CMOS technology. As dangling bonds can be made en
masse without need for scanned probe type tools, there
appears to be the prospect for transitioning to a real
technology that offers improved devices in the near future.
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calculations and the relations between single electron rates.
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[36] Input parameters: tip-sample separation ¼ 1 nm, contact
potential ¼ 0 eV, donor concentration ¼ 2 × 1019 cm−3,
dielectric constant ¼ 11.9, band gap ¼ 1.17 eV.

PRL 117, 276805 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

30 DECEMBER 2016

276805-5

http://dx.doi.org/10.1126/science.1146556
http://dx.doi.org/10.1126/science.1146556
http://dx.doi.org/10.1038/nnano.2014.177
http://dx.doi.org/10.1021/nn204907t
http://dx.doi.org/10.1021/nn204907t
http://dx.doi.org/10.1021/nn205106z
http://dx.doi.org/10.1038/ncomms8424
http://dx.doi.org/10.1038/ncomms8424
http://dx.doi.org/10.1038/ncomms8311
http://dx.doi.org/10.1038/342258a0
http://dx.doi.org/10.1126/science.245.4924.1369
http://dx.doi.org/10.1021/nl0521569
http://dx.doi.org/10.1038/nnano.2006.130
http://dx.doi.org/10.1038/nnano.2006.130
http://dx.doi.org/10.1126/science.1151186
http://dx.doi.org/10.1103/PhysRevLett.105.226404
http://dx.doi.org/10.1103/PhysRevLett.105.226404
http://dx.doi.org/10.1103/PhysRevLett.102.046805
http://dx.doi.org/10.1038/ncomms2679
http://dx.doi.org/10.1038/ncomms2679
http://dx.doi.org/10.1063/1.3514896
http://dx.doi.org/10.1063/1.3514896
http://dx.doi.org/10.1038/ncomms13258
http://dx.doi.org/10.1126/science.262.5136.1029
http://dx.doi.org/10.1126/science.1191688
http://dx.doi.org/10.1126/science.1214131
http://dx.doi.org/10.1126/science.1214131
http://dx.doi.org/10.1063/1.4827556
http://dx.doi.org/10.1063/1.4827556
http://dx.doi.org/10.1063/1.4790180
http://dx.doi.org/10.1038/nnano.2014.281
http://dx.doi.org/10.1126/science.aac8703
http://dx.doi.org/10.1063/1.2198536
http://dx.doi.org/10.1103/PhysRevLett.112.256801
http://dx.doi.org/10.1103/PhysRevB.61.2138
http://dx.doi.org/10.1103/PhysRevB.61.2138
http://dx.doi.org/10.1116/1.3694010
http://dx.doi.org/10.1088/1367-2630/17/7/073023
http://dx.doi.org/10.1088/1367-2630/17/7/073023
http://dx.doi.org/10.1103/PhysRevLett.97.206801
http://dx.doi.org/10.1103/PhysRevLett.97.206801
http://link.aps.org/supplemental/10.1103/PhysRevLett.117.276805
http://link.aps.org/supplemental/10.1103/PhysRevLett.117.276805
http://link.aps.org/supplemental/10.1103/PhysRevLett.117.276805
http://link.aps.org/supplemental/10.1103/PhysRevLett.117.276805
http://link.aps.org/supplemental/10.1103/PhysRevLett.117.276805
http://link.aps.org/supplemental/10.1103/PhysRevLett.117.276805
http://link.aps.org/supplemental/10.1103/PhysRevLett.117.276805
http://www.andrew.cmu.edu/user/feenstra/semitip_v6/
http://www.andrew.cmu.edu/user/feenstra/semitip_v6/
http://www.andrew.cmu.edu/user/feenstra/semitip_v6/
http://www.andrew.cmu.edu/user/feenstra/semitip_v6/
http://www.andrew.cmu.edu/user/feenstra/semitip_v6/

