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The energy band structure of graphene has two inequivalent valleys at the K and K0 points of the
Brillouin zone. The possibility to manipulate this valley degree of freedom defines the field of
valleytronics, the valley analogue of spintronics. A key requirement for valleytronic devices is the ability
to break the valley degeneracy by filtering and spatially splitting valleys to generate valley polarized
currents. Here, we suggest a way to obtain valley polarization using strain-induced inhomogeneous
pseudomagnetic fields (PMFs) that act oppositely on the two valleys. Notably, the suggested method does
not involve external magnetic fields, or magnetic materials, unlike previous proposals. In our proposal the
strain is due to experimentally feasible nanobubbles, whose associated PMFs lead to different real space
trajectories for K and K0 electrons, thus allowing the two valleys to be addressed individually. In this way,
graphene nanobubbles can be exploited in both valley filtering and valley splitting devices, and our
simulations reveal that a number of different functionalities are possible depending on the deformation
field.
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A remarkable feature of Dirac fermions in graphene is
the unique coupling between mechanical deformation and
electronic structure. Deforming the graphene lattice intro-
duces an effective gauge field A in the low energy Dirac
spectrum [1,2], causing a pronounced sublattice polariza-
tion [3–6]. One can associate a pseudomagnetic field
(PMF) with this gauge field, Bs ¼ ∇ × A. The presence
of constant PMFs in graphene has been spectacularly
illustrated by scanning tunneling experiments, revealing
signatures of Landau quantization [7–10]. In contrast to the
usual constant PMFs, in this Letter we focus on spatially
varying PMFs, and show that inhomogenous PMFs can be
used as a building block for valleytronic devices.
Unlike real magnetic fields, strain-induced PMFs con-

serve time-reversal symmetry and take opposite signs in the
K and K0 valleys [11,12]. The effective gauge field enters
the low energy Dirac Hamiltonian H ¼ vFσ · p via the
transformation p → p� eA, where� denote either theK or
K0 valley [11,12]. This sign difference between K and K0,
together with the spatially varying PMF, lies at the heart of
our suggestion to manipulate the valley degree of freedom
using strain engineering.
Different routes have been suggested to create valley

polarization in graphene [13–17], relying on nanoribbons or
constrictions [17–21], interplays between external fields
[22–25], spin-orbit coupling [26,27], or spatial or temporal
combinations of gating and magnetic fields [28–30].
However, an experimental verification has proven to be
challenging as practical and effective methods to manipulate
the valleys in realistic setups still need to be established.

In this Letter, we show that experimentally feasible local
strain fields due to local deformations give rise to PMFs
that allow for valley control without the need for additional
fields or interactions. Experimental methods for producing
such controllable strain fields include direct applied pres-
sure from STM tips [31], gas inflation [32–36], and
substrate engineering [37–45]. Most of these approaches
result in spatially localized strain fields taking the form of a
pseudomagnetic dot. The PMFs created this way are
usually of great magnitude and local but spatially varying.
We show that such systems can exhibit strong valley
dependent effects associated with two key valleytronic
components—namely, valley filters (as illustrated in Fig. 1)
and beam splitters, which spatially separate the different
valleys (see Fig. 4).
Methodology.—The electronic structure of strained gra-

phene is treated using a first nearest neighbor tight binding
model H ¼ −

P
hi;jitijc

†
i cj, where the sum hi; ji runs over

nearest neighbors. Strain is included by modifying the
hopping parameter such that tij ¼ t0 exp½−βðdij=a0 − 1Þ�
[46], where a0 ¼ 0.142 nm, β ¼ 3.37, t0 ¼ −2.7 eV, and
dij is the modified bond length. In this way, we do not use
the Dirac model in the actual calculations but only to
interpret the results from the full tight binding calculation.
We apply the patched Green’s function approach [47,48]

to calculate the response of a plane electron wave impinging
on the strained nanobubble. Using the patched Green’s func-
tionmethod,we replace the infinite grapheneHamiltonian by
a finite effective Hamiltonian Heff ¼ H þ ΣB, where H
describes a finite patch of the system and the self-energy
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ΣB contains the influence of the surrounding infinite, pristine
graphene sheet upon the patch. The full Green’s function for
the patch region becomes GðEÞ ¼ ðE −H − ΣB − ΣLÞ−1;
where ΣL is the lead self-energy describing a pointlike
metallic probe with a constant density of state emitting an
electron wave with a mixture of both valleys [47]. The probe
is placed 250 nm away from the deformations such that the
impinging wave approximately becomes a plane wave.
ΣB is expressed conveniently using pristine Green’s

functions along the boundary of the calculation area
exploiting complex contour techniques [48,49]. To calcu-
late the Green’s function and the local current
Jij ¼ ImðtijAijÞ=ℏ, we employ an adaptive recursive rou-
tine [47]. Here, the spectral function Aij is defined as
Aij ¼ ðGΓLG†Þij, where the broadening due to the lead is

ΓL ¼ iðΣL − Σ†
LÞ.

To determine the valley occupation of the electron wave,
we consider the outgoing scattering state in real space given
by the spectral function Aij [50]. We expand this scattering
state in the basis of the pristine eigenstate of graphene jk; λi
(λ is the band index) [51] In this way, the matrix element
ck ¼ hk; λjAjk; λi becomes a spectral density in k space
indicating the k values occupied by the real space scattering
state. The element ck can then be computed for each k value
separately to produce a Fourier map of the scattering state
illustrating the full valley occupation.
Gaussian deformation for valley polarization.—We first

consider a Gaussian deformation [2,52,53] corresponding
to an out-of-plane displacement zðrÞ ¼ h0 expð−r2=2σ2Þ,
where h0 ¼ 3.5 nm and σ ¼ 5 nm are the height and width
of the deformation, corresponding to a maximum strain of
approximately 8.5%. The results are robust and scalable for
other deformation dimensions. This circularly symmetric
deformation gives rise to a PMF distribution indicated by
the color map in Fig. 2(a) for theK valley; an equally strong
field but of opposite sign is experienced by the K0 valley.
The classical circular trajectories, forming a vortex pattern,

expected for such a field profile are shown for the K (blue
arrows) and K0 valleys (red arrows). The plane wave is
incident along the zigzag direction and the resulting local
currents at an energy corresponding to the lowest resonance
energy of the Gaussian deformation are shown in Fig. 2(b).
A detailed description of the resonances is given in the
Supplemental Material [54]. The size and direction of the
arrows in Fig. 2(b) indicate the magnitude and direction of
the local current. We especially note that the local current is
largest at the interface between PMF regions of different
sign, suggesting that snake states are formed here in a
manner similar to systems with real magnetic fields [55].
From Figs. 2(b) and 2(c) it is also clear that the deformation
enhances the current in the region directly behind it,
acting as a lens that focuses the current at this electron
energy [56].
Comparing the direction of the vortex patterns in

Fig. 2(a) and the local current in Fig. 2(b), we find that
only the current direction associated with the K0 valley is
visible. This does not, however, imply that the bubble is in a
valley-polarized eigenstate. Instead, only one of the tra-
jectories matches the direction of the incoming wave. Thus,
we find a pattern matching the K valley vortices for a
current incident from the right, or a mixture of both patterns
for incidence from the top or bottom (see the Supplemental
Material for details [54]). Electrons in the K valley “see”
only the vortex pattern indicated by blue arrows in
Fig. 2(a), which tends to backscatter electrons incident
from the left, and transmit through the dot if incident from
the right. Conversely, K0 electrons see the pattern shown by
red arrows, and if incident from the left they are guided
through the strained region along snake states between
regions with PMFs of opposite sign. Thus, the valley
selection mechanism relies on the symmetry breaking
caused by the direction of the incoming current and

FIG. 1. An incoming incoming electron wave containing both
K and K0 valleys incident on a Gaussian nanobubble experiences
the associated pseudomagnetic field indicated by the (green and
purple) color map. K valley electrons are backscattered whereas
those from the K0 valley are transmitted due to the different
trajectories imposed by the effective magnetic field for each
valley when electrons are incident along a specific direction
relative to the field.

(b) (c)(a)

FIG. 2. (a) The color map indicates the threefold symmetric
pseudomagnetic field caused by the circularly symmetric Gaus-
sian deformation. The vortices show trajectories corresponding to
the field experienced in the K (blue) and K0 valleys (red).
(b) Calculation of the local current incident from the left along
the zigzag direction at E ¼ 0.01jt0j. The arrows indicate the
direction and magnitude of the current. The arrows are averaged
over several sites to enhance visibility. The shaded area indicates
the r < 2σ region. (c), Spatially resolved current density with
strain (jJj), relative to that without strain (jJ0j), evaluated at the
rightmost edge of panel (b), demonstrating that the strained
region focuses the initially uniform current.
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not on a valley polarization of the states in the bubble. The
presence of states from the opposite valley of course makes
the effects discussed here vulnerable to intervalley scatter-
ing, such as that induced by short-ranged disorder.
To further examine the valley dependence of the com-

puted current patterns, we calculate the spectral density jckj
for each k value. Figures 3(a) and 3(b) show such Fourier
maps generated for the region indicated by the green box in
Fig. 3(e) without [Fig. 3(a)] and with [Fig. 3(b)] the
presence of the strain field. The valley filtering occurs
when passing through the Gaussian deformation and the
transmitted wave consists almost exclusively of electrons in
the K0 valley. On the other hand, Fig. 3(c) shows that both
valleys are present (but not with equal weights) in the
region before the bubble, shown by the red box. Finally,
the full map of the valley occupation [Fig. 3(e)] confirms
the earlier intuitive analysis based on the local current
trajectories in Fig. 2(a): the K0 valley totally dominates the

strained region while the K valley entirely avoids the
strained region.
The valley filtering effect arises due to the different signs

of the PMFs experienced by the two valleys. Similarly, the
current paths for E and −E are equal, but the opposite
energy sign swaps the valleys and the other valley is
transmitted or backscattered [as illustrated in Fig. 3(d)].
This intriguing observation opens the desirable possibility
of valley selectivity by a simple back gate as the Fermi
energy is shifted between positive and negative values.
Even further tunability is possible when observing that the
valley filtering effect is strongest at energies corresponding
to resonances of the deformation. Thus, small adjustments
in the Fermi energy allow one to turn on and off the valley
filtering effect. In the Supplemental Material [54], we
examine how varying a gate allows one to move in and
out of resonance with the eigenstates, which are strongly
affected by the PMF.
Triaxial deformation for valley splitting.—Finally, we

consider an alternative geometry consisting of an in-plane
triaxial strain [1,2,7] and additional out-of-plane deforma-
tion, appropriate for small bubbles formed by graphene on
a substrate [7]. The displacements are

0
B@

ur
uθ
z

1
CA ¼

0
B@

u0r2 sinð3θÞ
u0r2 cosð3θÞ

h0

1
CAe−

r2

2σ2 ; ð1Þ

where ðr; θÞ are polar coordinates (θ ¼ 0 corresponding to
the zigzag direction). h0 ¼ 1 nm and σ ¼ 5 nm are the
height and width of the deformation and u0 is the in-plane
strength, which is chosen to give a PMF of approximately
300 T at the center of the deformation. For the chosen
deformation size this yields a strain of approximately 2.5%.
The resulting PMF distribution is shown in Fig. 4(a)
together with effective trajectories for the K (blue arrow)
and K0 valley (red arrow) giving rise to a splitting of the
current. The real space valley polarization of the scattering

(a) (b)

(c) (d)

(e)

FIG. 3. Panels (a) and (b) compare the k-space occupation for
E ¼ 0.01jt0j at the green square in panel (e) without (a) and with
(b) the presence of the deformation. (c) k-space occupation for
E ¼ 0.01jt0j at the red square in panel (e). (d) k-space occupation
at the green square but with negative energy E ¼ −0.01jt0j,
showing the reversal of the k-filtering effect. (e), Real space map
of the relative occupation of K and K0 in the scattering state
showing the real space filtering of the valleys. The local current
map from Fig. 2(b) is reproduced for convenience.

(a) (b)
(c)

(d)

FIG. 4. (a) Pseudomagnetic field distribution for the triaxial
displacement field with schematic trajectories shown for the K
(blue) and K0 valley (red). The inset shows the direction of the
triaxial strain. (b) Real spacemap atE ¼ 0.019jt0j of both the local
current (arrows) and relative k occupation (color map) of the
scattering state incoming from the armchair direction (note the
rotation compared to Fig. 3). (c),(d) Fourier maps for the scattering
state at the red and green boxes indicated in panel (b).
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state and the local currents are mapped in Fig. 4(b) for one
resonant mode of the deformation together with the Fourier
maps illustrating the valley splitting in Figs. 4(c) and 4(d).
The valley-dependent electron trajectories are again gov-
erned by interfaces between regions with different PMF
polarity, which support propagation in opposite directions
for the two valleys. The net effect of such trajectories is a
symmetric splitting of the valleys perpendicular to the
incident (armchair) direction. Details of incidence in low
symmetry directions, higher order resonance modes, and
their resulting trajectories are given in the Supplemental
Material [54].
Discussion and conclusion.—Direct experimental con-

firmation of the valley splitting in an experimental setting
has previously been envisioned by employing real magnetic
fields to alter the magnitudes, and not just the sign, of the
total field experienced by each valley [23,28]. The results
presented in this Letter, however, open a different route to
experimental confirmation. Using individually gated nano-
bubbles, we can exploit the interchanged roles of the
valleys for opposite electron energies. In this way, oppo-
sitely gated nanobubbles will filter opposite valleys and
effectively block the current while also creating the
opportunity to turn on and off the valley polarized current.
Furthermore, the valley polarized currents generated by our
setup will change the expected degeneracies of current-
carrying states in, for example, Hall effect measurements.
To conclude, we have demonstrated how interfaces

between pseudomagnetic fields of different polarity enable
valley-dependent guiding of electrons in graphene. The two
valleys experience a different field giving rise to different
electron trajectories for each valley. The two different strain
profiles considered provide illustrative examples of valley-
filtering and valley-splitting devices, allowing for the
construction of various valleytronic devices. This suggests
alternative routes to experimental observation of valley
polarization in graphene as well as a basis for topological
valley (Hall) currents, along the lines of recent demon-
strations by alternative mechanisms in graphene [57],
bilayer graphene [58], and other two-dimensional materials
[59–61].
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