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Controlling an assembly of colloidal particles under external forces can be helpful in developing soft
nanomaterials with novel functionalities. How external impurities organize within such confined systems is of
fundamental and technological interest, especially when the system sizes are so small that even a single dopant
can interact with an appreciable fraction of the system. To address this question, we use a defocused laser beam
to form two-dimensional colloidal crystallites containing foreign dopants. Our studies reveal a surprising
position dependence in the fate of dopants getting either spontaneously expelled or permanently internalized
within the crystallite. This phenomenon arises due to the subtle interplay between the effects of external
confinement and the role of entropy in the thermodynamics of small assemblies of interacting particles.
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Externally controlled assemblies of interacting particles
can be encountered in a variety of systems, including
electrons in mesoscale helium dimples [1] and bubbles [2],
dusty plasma [3], laser-cooled ions in traps [4], and
colloidal dispersions under applied fields [5-7]. Among
these, suspensions of colloidal particles are especially
attractive as model systems to understand the role of
interparticle interactions and external fields. For example,
it is possible to apply an external magnetic field [8] or
change the pH [9] of the medium to tune the colloidal
interactions. The external force can also be used to drive the
system out of equilibrium in a well-controlled manner [10],
which can aid in gaining a fundamental understanding of
nonequilibrium phenomena.

Although there have been previous studies on the role of
defects [11-17] on the nucleation, growth, and overall
functionality of colloidal assemblies, the key question
addressed here is fundamentally different: How do externally
injected impurities or dopants organize within confined
colloidal clusters, in particular, small crystallites?
Somewhat relevant to this question is the past theoretical
investigation of a finite cluster of charged particles confined
in a parabolic trap. According to Drocco et al. [18], in a
cluster of charged particles of two species with Coulomb-like
interparticle interactions, particles with a higher charge are
always positioned off center. Extending the analysis on the
same system, Nelissen, Partoens, and Peeters [19] found that
the position of a defect particle can be anywhere, depending
on its mass and charge. Although experimental realizations
of such systems are scarce, one attempt with magnetically
rotated millimeter-sized disks revealed a self-organization of
smaller disks around a larger disk at the center [20].

Our experimental system consists of a collection of
colloids and a dopant in a highly configurable confinement
potential, formed using a defocused optical tweezer.
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This relatively unknown technique was first introduced
by Vossen, Plaisier, and van Blaaderen [21] and recently
mentioned by Williams et al. [22], who referred to this
method as an optical bowl. By varying the power and level
of defocusing, colloidal assemblies of different sizes and
phases (liquidlike or crystalline) could be formed. Most
importantly, we have studied the dynamics of foreign
dopants, in the form of particles of different shapes and
sizes, injected into the crystallites. The striking result
obtained here was the ability of the finite-sized colloidal
clusters to expel or internalize a foreign dopant depending
on its initial position. This surprising phenomenon could be
explained from our simulation results, which showed that
the fate of a dopant is governed to a large extent by the
entropy of the system, which becomes increasingly impor-
tant as the size of the crystallite is reduced.

The finite-sized colloidal assembly, consisting of 1 ym
polystyrene particles dispersed in deionized water, was
formed with a single laser beam [see the schematic in
Fig. 1(a)] at 1070 nm focused at a plane (along Z) higher
than the plane of observation (XY) inside a microfluidic
chamber made of glass. The colloidal layer was effectively
two-dimensional, whose Z position was determined by four
counteracting forces, scattering, and gradient forces along Z
from the laser beam pushing the particles upward balanced
by the downward repulsion from the charged glass surface
and gravity. In configurations where the Z components of the
scattering and gradient forces were in opposite directions, no
stable trapping could be observed. The planar confinement of
the particles was achieved by the component of the gradient
force along the XY plane generated by the converging beam
and was strong enough to suppress the out-of-plane fluctua-
tions of the trapped beads to a good degree. We show the
formation of the colloidal assembly in Movies M1 and M2;
details are available in Supplemental Material, Sec. I [23].
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FIG. 2. (a) Experimental measurement of the trapping potential

FIG. 1. (a) Schematic of the experimental setup: laser beam
focused at a plane higher (along Z) than the plane of observation
containing the colloidal assembly. The confinement along Z was
obtained due to the balance of forces described in the text,
resulting in a finite-sized two-dimensional colloidal cluster. (b),
(c) Controlling the size of the colloidal assembly by focusing the
laser beam at various distances above the sample plane, z = 1.9
and 6.4 um, respectively. (d) Reducing the laser power to 99 mW
while focusing at the same position (z = 6.4 ym) results in a
disordered (liquidlike) assembly of the same size as the crystallite
of (c).

The size and strength of the optical trap could be controlled
by varying the laser power and by moving the focal plane in
the Z direction (see Supplemental Material, Sec. IT[23]). This
is shown in Figs. 1(b)-1(d), where we show examples of
colloidal assemblies of different sizes as well as different
phases (liquidlike or crystalline).

Next, we measure the strength and spatial variation of the
trapping potential formed by the laser beam, which was
necessary to develop a numerical model. We describe the
critical steps here; for more details, see Supplemental
Material, Sec. III [23]. We imaged the trajectory of a
particle falling into the center of the trap starting from an
initial position approximately a few microns off center.
Denoting by (r, €) the instantaneous position of the particle
with respect to the center of the trap and its instantaneous
velocity in the XY plane by (r, 6), the trapping potential
could be estimated from U,(r,0) = — [ yv(r,0) -dr,
where y is the drag coefficient of the particle. The accel-
eration of the particle was neglected, because the Reynolds
number was estimated to be small (< 107%). The potential
was found [see Supplemental Material, Figs. S2(b) and
S2(c) [23]] to be approximately circularly symmetric (no
0 dependence), which allowed us to obtain U,(r) by
averaging over multiple trajectories. The experimental
results are shown in Fig. 2(a). Also shown is a parabolic
fit to the experimental data in a region |r| < 6 ym, which
yielded a spring constant of K ,, = 2.68 X 1072 pN/um. As
the intensity distribution of the laser was structured and
highly non-Gaussian at the sample plane, it is not surprising
that the spatial distribution of the potential deviates from a
parabola, especially at the edges of the trap. The effective
potential would be modified due to light scattering from other
particles, but this may be a small effect at right angles to the
incident direction. The key point of these measurements

as a function of radial distance, along with a parabolic fit at
7=06.4 ym and laser power 225 mW. (b),(d) Snapshots of
simulated and experimental crystallites and their corresponding
[wg]. (c),(e) Local bond-orientational order parameter |¢| for the
crystals shown in (b) and (d), respectively.

was to obtain a realistic estimate of the trapping potential in
order to carry out numerical simulations, and, as we discuss
later, the exact functional form of the potential does not affect
the final conclusions significantly.

In the following discussions, we describe the strength of
the trap as a dimensionless parameter U,/ kT, where the
energy scale Uy, = %Ktmpa2 is defined as the energy of the
trap at a distance equal to the particle diameter. To model a
cluster of particles inside the trap, we simulated the
dynamics of the particles using the Langevin equation.
The effective potential of the ith particle is given by

Up=Y Ut 4 U,
J#I
where US™ is the external potential due to the optical trap
(assumed to be harmonic) and Uii‘}‘, the potential due to
interparticle interactions, is assumed to have a repulsive
screened Coulomb (Yukawa) form:

exp(—lrij)

lzint =U
ij = 0
T

J
Here, r;; is the center-to-center spacing between particles i
and j measured in units of a (@ =1 pym is the typical
interparticle spacing taken here as the diameter of the
particles used in the experiment). The choice of the
parameters U, and A was based on a comparison of
the results of our simulations with those of previous studies
on similar systems, where close-packed crystalline phases
were obtained when A > 5 and kpT/Ugjexp(—1) < 0.2
[24-26]. Accordingly, we assumed the parameters to be
A= 10and kzT/Uyexp(—1) = 0.18 for all our simulations
reported here (see Supplemental Material, Sec. IV, for more
details [23]). For the choice of these parameters, the
interactions are hard sphere like, felt only by the nearest
neighbours. A simulation assembly for Uy, /kgT = 112 is
shown in Fig. 2(b), which can be compared with the
snapshot [see Fig. 2(d)] of a crystallite formed under
similar experimental conditions.

To characterize the structural order of the assemblies, we
used the 2D global hexagonal bond-orientational order
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parameter |yg|, defined as [27] wg = ((1/N) Z:lNib

ZnNi ,exp(6i6,,,)), where N is the total number of par-
ticles, Ny, is the number of neighbors of the mth particle,
and 60,,, is the angle between the bond connecting the mth
particle with its nth neighbor and a fixed direction in the XY
plane. The value of || was estimated to be 0.9 and 0.62
for the simulated and experimental crystallites shown in
Figs. 2(b) and 2(d), respectively. The difference of ||
could be understood by analyzing the local bond-orienta-
tional order parameter ¢g(m) = (1/N,) S  exp(6i0),,,)
shown in Figs. 2(c) and 2(e). While the values of |¢g(m)]|
match very well at the center, the outer edges of the
experimental crystallites were found to be more disordered.
This arose because the experimental trapping potential was
flattened out at the edges, implying lower confinement,
while the simulated crystal was assumed to be in a
harmonic potential. The hexagonal ordering of the crys-
tallite could be observed in the bulk as well as the
boundaries, similar to previous work on soft walls [22].
Next, we investigate the dynamics of external impurities
(dopants) injected within the crystallites. Experimentally,
this was achieved by mixing impurity particles with the
colloidal suspension and subsequently forming doped
colloidal crystallites under appropriate illumination. The
dopants were typically clumped particles derived from
the colloidal suspension used to make the crystallites. In
the course of our experiments, we have studied dopants
with various shapes and sizes (see Supplemental Material,
Sec. VI, Movies M3-M7 [23]) and investigated conditions
under which the dopants are spontaneously expelled out of
the crystallite or remain trapped inside the crystallite over
the entire duration of observation(at least 15 min). The
experimental methodology was to choose a particular
dopant and repeatedly form colloidal crystallites around
the dopant (60—80 times), where the main variabilities were
the initial position and orientation of the dopant. Two
representative examples are shown in Fig. 3(a) (inset),
where the dopants were rods of diameter 1 and 2.5 ym, and
length 5 and 3.5 um, respectively. Our observations show
rods of commensurate dimensions (diameter 1 ym, the
same as that of the beads of the background crystallite)
remained trapped (see Movie M5 [23]) in the crystallite by
aligning along a crystal line, whereas for rods of incom-
mensurate dimensions (diameter 2.5 pm) the probability of
internalization vs spontaneous expulsion was found to
depend strongly on the initial position of the dopant.
Both experimental [see Movies M3(a)-M3(d) and M4
(a)-M4(c) [23]] and simulation results (see Movies M8
and M9 [23]) for the probability of expulsion of the
incommensurate rod, averaged over all angles, has been
shown in Fig. 3(a) as a function of r;, the initial radial
position of the center of the rod, for a crystallite containing
100 particles in both cases. We could take into account
the difference in optical polarizability arising due to the
difference in shape and size between the dopant and the
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FIG. 3. (a) Comparison of experimental and simulation results

for the probability of expulsion as a function of the initial radial
position of a dopant shown in inset II, which is a rod of
incommensurate size, for a crystal with 100 particles. Inset I
corresponds to a commensurate rod as a dopant (see the main text
for more details). (b) Potential energy U, (c) free energy F, and
(d) entropy S, as a function of the distance of a dopant
[corresponding to (a), inset II] from the center of the trap for
crystallites with 100 and 200 particles. U, F, and S are calculated
relative to their values for the dopant being just outside the
crystallite. The entropy calculated from two different methods
(see the text) is shown in (d) by full and dashed lines.
(e) Theoretical color map of the local bond-orientational order
(¢p6]) when the defect is inside (e) and outside (f) the crystallite.

host colloids in our numerical simulations where the dopant
was modeled as a collection of host particles in a bead
spring model (see Supplemental Material, Sec. V [23]). The
agreement between the two sets of results is encouraging.
The simulation (see Movie M8 [23]) showed smooth
dynamics of the dopant, whereas experiments showed
intermittent motion of the dopant, which is related to the
roughness in the spatial variation of the confining potential
[Fig. 2(a)]. Moreover, the potential flattens out towards the
edges, which reduces the speed of the dopant close to the
boundary of the crystallite.

As a control experiment, we investigated the fate of
dopants when the colloidal assembly was in a liquid
state and found the dopants to be permanently internalized
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(see Movies M10 and M11 [23]). This proved that the
results reported here were not caused by a differential
optical force between the dopant and host colloids, but
rather the crystalline structure of the assembly plays a
crucial role in the expulsion of the dopant.

To understand these surprising phenomena, we studied
the energetics and thermodynamics of the system using
numerical simulations, in which we calculated the potential
energy U and the Helmholtz free energy F of the whole
system for different positions of the dopant particle inside
the crystallite. The free energy was obtained from a
calculation of the mean force acting on the dopant as a
function of its distance r from the center of the trap. The
dopant was fixed at a particular position 7 in the crystallite
with the help of an additional constraint [28], and the net
force acting on it due to all other particles and the harmonic
trap was measured. The mean force was then obtained as an
average of the net force over the canonical ensemble. For
each value of 7, the system was equilibrated, the average

net force F » was measured, and the defect was then moved
to the next 7. Finally, the mean force was integrated to
obtain the Helmholtz free energy as a function of r;, the
initial distance of the defect particle from the center of
the trap:

F(r) = F(ry) + / " Eu(F)

Here, 7, is a reference point, taken to be just outside the
crystallite (details in Supplemental Material, Sec. V [23]).
The energetic and entropic contributions to the free energy
were separated using the relation F' = U —T'S. To check
thermodynamic consistency, the entropy was also calculated
from the temperature derivative of F obtained using finite
difference S(r;,T)=—[F(r;,T+AT)—F(r;,T)]/AT with
T =300 K and AT =22 K. In Fig. 3(b), the potential
energy U of the crystallite for 100 and 200 particles,
measured from the value corresponding to the dopant particle
being just outside the crystallite, is shown as a function of ;.
The total potential energy is found to decrease monotonically
with increasing r;, although the potential energy of the
dopant particle increases as r; is increased. However,
consideration of the potential energy (U) alone is not
sufficient to explain the behavior shown in Fig. 3(a). As
U is a monotonically decreasing function of r;, it would
predict an expulsion from any initial position of the dopant
particle inside the crystallite, contrary to what was exper-
imentally observed. Thus, entropic effects must be taken into
consideration in order to explain the experimental observa-
tions. The free energy F, measured relative to its value for the
dopant particle just outside the crystallite, is shown as a
function of r; in Fig. 3(c). The plot clearly exhibits a peak ata
distance r, from the center. This implies that dopants with
initial position r; > r, are spontaneously expelled, while
those with r; < r, would require thermal activation over a

free energy barrier, that could be much higher than kz7, in
order to come out of the crystallite. This matches with the
probability of expulsion of the dopant found in the simulation;
e.g., in the 100-particle system, the probability of expulsion
showed a sharp rise near r; ~ 1 um [Fig. 3(a)]. The simu-
lations predict both r, and the free energy barrier to be lower
for smaller number of particles, implying self-purification to
become more common as system sizes are reduced.

The origin of the free energy behavior can be understood
by considering the total entropy of the system. Figure 3(d)
shows the dependence of S, calculated relative to its value
for the dopant particle being just outside the crystallite, on
r;. The values of S obtained directly from F and U, as well
as the values obtained from the derivative of F' with respect
to T, are shown to illustrate that the entropy values obtained
from two different methods agree within numerical uncer-
tainties. Both the potential energy and the entropy decrease
with increasing r;, but the latter decreases faster for
relatively small values of r;, ie., |TOS/0r| > |0U/0r|
for r; < r,. This causes the free energy to increase initially
with increasing r;, leading to a peak in the free energy at
ri = r,. The dependence of the entropy on r; may be
understood in the following way. The presence of the defect
particle disrupts the crystalline order in the assembly,
because the dimensions of the defect particle are incom-
mensurate with the crystal. This causes an increase in the
total entropy of the system. As the defect particle is moved
away from the center, the extent of disruption of the
crystalline order decreases, as shown in Figs. 3(e) and 3(f),
which depict the spatial distribution of the local bond-
orientational order parameter |¢g| for two positions of
the defect particle in a simulated crystal. The dependence
of the extent of crystalline order on the position of the
dopant is also evident from the values of the global
bond-orientational order parameter ||, which was smaller
(0.23) when the dopant is inside [Fig. 3(e)] compared to its
value (0.86) when itis just outside the crystallite [Fig. 3(f)].
This causes the increment of the entropy due to the
disruption of crystalline order to decrease with increasing
r;, leading to a reduction of the total entropy. We have
seen similar behavior in our experiments where |y
increases from 0.12 to 0.38 as the rod is expelled out the
crystal (details for this and other shapes are available in
Supplemental Material, Sec. VI [23]).

To investigate the generality of the phenomena reported
here, we investigated the behavior for various values of
the system parameters using numerical simulations.
The qualitative form of the variation of the free energy
as a function of the dopant position was independent of the
exact functional form of the assumed interaction potential
between the colloidal particles, as long as it is kept as
a short-ranged strongly repulsive interaction (see
Supplemental Material, Sec. VIII [23]). For dopants of
other shapes and sizes (see Supplemental Material,
Sec. IX [23]), a free energy maximum could always be
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found at a certain distance from the center, although the
magnitude of the free energy barrier depended on the
dopant dimensions. We have investigated different
(nonharmonic) types of external confinement and found
(Supplemental Material, Sec. VII [23]) the main conclu-
sions (existence of a free energy barrier) to remain
unaltered. Finally, the initial orientation (Supplemental
Material, Sec. X [23]) of the dopant inside the crystallite
had a small effect on the probability of self-purification.

In summary, we report on an experimental and numerical
study of the behavior of dopants injected into confined
colloidal crystallites, which showed evidence of position-
dependent self-purification. We conclude the internalization
of dopants to be primarily driven by gains in the total system
entropy, while self-purification is driven by the position
dependence of the net potential energy of the dopant-
crystallite system, which in turn is intricately dependent
on the spatial gradient of the confinement potential. The
existence and position of the free energy maximum arises
out of a subtle balance between these two competing effects.
The studies presented here could be extended to host colloids
of higher degree of complexity [10], e.g., nonspherical
shapes, self-propelled particles [29], etc., and the insight
gained could be useful in designing and assembling new
type of soft nanomaterials [30,31].
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