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Trapped ions are a promising tool for building a large-scale quantum computer. However, the number of
required radiation fields for the realization of quantum gates in any proposed ion-based architecture scales
with the number of ions within the quantum computer, posing a major obstacle when imagining a device with
millions of ions. Here, we present a fundamentally different approach for trapped-ion quantum computing
where this detrimental scaling vanishes. The method is based on individually controlled voltages applied to
each logic gate location to facilitate the actual gate operation analogous to a traditional transistor architecture
within a classical computer processor. To demonstrate the key principle of this approach we implement a
versatile quantum gate method based on long-wavelength radiation and use this method to generate a
maximally entangled state of two quantumengineered clock qubitswith fidelity 0.985(12). This quantumgate
also constitutes a simple-to-implement tool for quantum metrology, sensing, and simulation.
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The control of the internal and external degrees of
freedom of trapped ions using laser light has allowed
unprecedented advances in the creation of multiparticle
entangled states [1–4], quantum simulation [5–10],
frequency standards [11], quantum sensing [12–14] and
quantum logic [15,16]. A major goal is now to construct a
large-scale quantum computer by scaling current systems
up to a significantly larger number of ions [17–19]. The
circuit-model approach for quantum information process-
ing requires the realization of single qubit gates and a
two-qubit entanglement operation [20]. The use of laser
light for the implementation of these quantum logic
operations has been extremely successful, with gate fidel-
ities in the fault-tolerant regime having been achieved for
single- [21,22] as well as two-qubit gates [22,23].
Instead of using laser light it is also possible to use

long-wavelength radiation in the microwave and rf regime to
implement quantum logic. Such fields are comparably
simple to generate and highly stable and have already been
used to implement single-qubit gates with errors of only
10−6, far surpassing fault-tolerant thresholds [24]. Free-
running long-wavelength radiation on its own is however
not sufficient for the implementation of multiqubit gates, as
it only weakly drives the ions’motion due to the vanishingly
small Lamb-Dicke parameter. This drawback was first
addressed in the seminal work by Mintert and Wunderlich
in 2001 who showed that combining a static magnetic field
gradient with externally applied long-wavelength radiation
creates a sizable effective Lamb-Dicke parameter [25]. More
recently, Ospelkaus et al. proposed using the oscillating
magnetic field gradients experienced by an ion trapped in the
near field of a microwave waveguide to perform multiqubit
gates [26]. This scheme was subsequently used to perform

the first microwave-based two-qubit gate by Ospelkaus et al.
[27]. The fidelity of this particular gate scheme has recently
been improved significantly [28], further demonstrating the
potential of microwave-based quantum logic. The scheme
requires ions to be trapped close to a surface incorporating
the microwave waveguide and therefore the effects of
motional heating must be more carefully considered. When
scaling this approach, especially considering complicated
electrode geometries such as X junctions, relevant individual
microwave impedance matching for each gate zone across
the whole architecture must be ensured. The addressing of
individual ions would typically require the use of destructive
interference incorporating allmicrowave fields appliedwithin
the range of the ion or other sophisticated methods [29,30].
The approach of using a static magnetic field gradient in

conjunction with externally applied long-wavelength radia-
tion is not subject to the above constraints (of course the
effects of motional heating still need to be considered) and
has also been used to implement a two-qubit gate between
nearest as well as non-nearest neighbour ions [31]. In stark
contrast to the work presented in this Letter, the first
demonstration of using a static magnetic field gradient to
implement a two-qubit gate [31] made use of an “undriven”
magnetic gradient induced coupling. However, in this
scheme the dominant source of noise is ambient magnetic
field fluctuations as naturally occurring states with different
magnetic moments must be used, ruling out the use of a
so-called clock qubit. A promising approach to circumvent
this drawback is to use “dressed states” [41–43] where one
can quantum engineer an effective clock qubit that is highly
protected frommagnetic field fluctuations whilemaintaining
a strong sensitivity to a static magnetic field gradient. They
have already been used in single qubit operations [41,43]
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and to cool an ion close to its ground state of motion [44]
and their use to implement a two-qubit gate would constitute
a significant breakthrough for quantum computing with
long-wavelength radiation.
Despite these successes, scaling these laser or long-

wavelength radiation based operations to a much larger
number of ions constitutes a tremendous challenge. This
becomes particularly obvious when considering that a
large-scale universal quantum computer, say of the size
large enough to break RSA encoding, would requiremillions
or even billions of qubits [19,45]. Gate operations need to be
carried out in parallel for the quantum computer to work.
The implication of this is that a large-scale quantum
computer may require millions of spatially separated “gate
zones”where quantum gates are executed. This results in the
requirement of utilizing millions of laser or long-wavelength
radiation fields for the implementation of quantum gates
when considering all previous proposals to build a large-
scale trapped-ion quantum computer [17–19,46]. This detri-
mental scaling between the number of ions and the required
number of radiation fields constitutes a significant obstacle to
scaling to the desired large system sizes.
In this work we remove this obstacle. We present a

concept for trapped-ion quantum computing where parallel
quantum gate operations in arbitrarily many selected gate
zones can be executed using individually controlled volt-
ages applied to each gate zone. Instead of millions of laser
or long-wavelength radiation fields this simple approach
only requires a handful of global radiation fields where the
number of radiation fields only depends on the number of
different types of quantum gates to be executed in parallel.
This then provides a simple and powerful concept for
quantum computing, which forms the core element within a

wider engineering blueprint to build a large-scale micro-
wave-based trapped-ion quantum computer [45]. A key
element of our approach is the use of qubits that feature a
widely tunable transition frequency while maintaining its
protected nature with respect to ambient magnetic field
fluctuations. Quantum-engineered clock qubits meet this
requirement and therefore constitute an ideal system for this
purpose. We demonstrate the key element of this approach
by generating entanglement between microwave-based
quantum-engineered clock qubits in a Mølmer-Sørensen-
type interaction utilizing long-wavelength radiation and a
static magnetic field gradient.
The two-qubit gate is performed on two 171Ybþ ions in a

Paul trap with an ion-electrode distance of 310 μm [47].
We place permanent magnets close to the ion trap with an ion-
to-nearest-magnet distance of approximately 6 mm as shown
in Fig. 1. This provides a static magnetic field gradient of
23.6ð3Þ T=m, which is approximately constant across the ion
string [48]. We slightly displace the ions from the magnetic
field nil, which lifts the degeneracy of the 2S1=2 F ¼ 1

manifolds by 12.0 and 14.8MHz for ions 1 and 2, respectively,
and defines the internal-state quantization axis to lie along the
trap axis. Laser light near resonant with the 2S1=2 ↔ 2P1=2

transition is used for Doppler laser cooling and for initial state
preparation as well as state detection. State-dependent fluo-
rescence is collected on a photomultiplier tube, and the
fluorescence measurements are normalized to remove prepa-
rationanddetectionerrors (see the sectionentitled “Preparation
and detection errors” in the Supplemental Material [32]).
To globally broadcast the required long-wavelength radi-

ation we only require a standard off-the-shelf microwave horn
and a three-turn rf-emitting copper coil placed outside the
ultrahigh vacuum environment. We note that in a large-scale

FIG. 1. (a) Schematic of the linear Paul trap (yellow) fitted with four permanent magnets (blue), arranged to create a strong magnetic
field gradient along the trap axis. (b) Illustration of the 2S1=2 ground-state hyperfine manifold of two 171Ybþ ions, each being driven by
two resonant microwave fields near 12.6 GHz with slightly unequal Rabi frequencies denoted by Ωμw1

and Ωμw2
(see the Supplemental

Material [32]). The engineered clock qubit is formed of j↑i ¼ ðj þ 1i − j − 1iÞ= ffiffiffi
2

p
and j↓i ¼ j00i, which can be manipulated using a rf

field coupling j00i and j þ 1i with Rabi frequency
ffiffiffi
2

p
Ω0.
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architecture our approach utilizes submerged static currents
incorporated into the microfabricated chip traps to give rise to
the required static magnetic field gradients. The ion-surface
distance requirement in this case is not very stringent.
Simulations show magnetic field gradients in excess of
150 T=m with an ion-electrode distance of approximately
150 μm can be achieved, using realistic values of applied
current that have already been applied to an ion trapping chip
of this type [45]. Such a relatively large ion-electrode distance
minimizes motional decoherence due to charge fluctuations
from the electrode surface.
Instead of using a naturally occurring magnetic field

sensitive qubit we quantum engineer a tunable highly
noise-resilient “clocklike” qubit by first addressing
each ion with a pair of microwave fields coupling the
j2S1=2; F ¼ 0i≡ j0i state with the j2S1=2; F ¼ 1; mF ¼
þ1i≡ j þ 1i and j2S1=2; F ¼ 1; mF ¼ −1i≡ j − 1i states
(Fig. 1). In the appropriate interaction picture this results
in three dressed states, including the well-protected state
j↑i ¼ ðj þ 1i − j − 1iÞ= ffiffiffi

2
p

[41]. We combine this state
with the intrinsically well-protected state j2S1=2; F ¼ 1;
mF ¼ 0i≡ j↓i to obtain a quantum-engineered clock qubit
fj↓i ; j↑ig (see the section entitled “Tunable quantum-
engineered clock qubit” in the Supplemental Material [32]).
Unlike a standard clock transition, which has a fixed
transition frequency, the qubit transition frequency is
tunable using a magnetic field, enabling individual qubit
addressing with global radiation fields. This is a critical
feature when viewed within the context of the novel
approach for trapped-ion quantum computing outlined
below. We prepare and detect the engineered clock qubit
using the method developed by Randall et al. [49].
Arbitrary single qubit gates between states j↓i and j↑i
are implemented using a rf field resonant with the j↓i ↔
j þ 1i transition [43]. The degeneracy in frequency
between this and the j↓i ↔ j − 1i transition is lifted by
the second-order Zeeman shift. Using a Ramsey type
experiment we measure the coherence time of this qubit
to be 650 ms, significantly longer than the ≈1 ms coher-
ence time of the bare state qubits that have so far been used
for two-qubit gates with a static magnetic field gradient.
We create a maximally entangled state using a Mølmer-

Sørensen type gate. The application of this gate to our qubit
has been investigated in detail theoretically [41,50] and
forms the basis of our experimental implementation.
We implement the gate on the axial stretch mode with a
frequency of νs ¼

ffiffiffi
3

p
νz ¼ 2π × 459.34ð1Þ kHz, where νz

is the axial center-of-mass mode frequency, giving an
effective Lamb-Dicke parameter [25] ηeff ¼ z0μB∂zB=ffiffiffi
2

p
ℏνs ¼ 0.0041, where z0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=2mνs

p
. This mode is

sideband cooled to n ¼ 0.14ð3Þ using a variant of the
scheme described in Ref. [44] (see the section entitled
“Sideband cooling” in the Supplemental Material [32])
before the internal states are prepared in the state j↓↓i. A
pair of rf fields is then applied to each ion with frequencies

close to the red and blue sidebands (carrier Rabi frequency
Ω0 ¼ 2π × 45.4 kHz). The frequencies are set to be
symmetric about the carrier frequency, corresponding to
detunings �νs � δ. The gate detuning δ is set to δ ¼
2ηeffΩ0 ¼ 2π × 370 Hz in order that at time tg ¼ 2π=δ ¼
2.7 ms the ions are ideally prepared in a maximally
entangled spin state jΨϕ0

i ¼ ðj↑↑i þ eiϕ0 j↓↓iÞ= ffiffiffi
2

p
(see

the section entitled “Multiqubit gate” in the Supplemental
Material [32]). Figure 2(a) shows the evolution of the spin
state populations as a function of time. To measure the
coherence of the entangled state, a carrier π=2 pulse is
applied to each ion after the gate pulse. Figure 2(b) shows
the parity Π ¼ Pð↑↑Þ þ Pð↓↓Þ − Pð↑↓Þ − Pð↓↑Þ as a
function of the phase ϕ of the π=2 pulse. The amplitude
of the parity oscillation [Fig. 2(b)] along with the pop-
ulations at tg allows the fidelity of the obtained density
matrix ρ̂ with respect to the ideal outcome jΨϕ0

i to be
calculated using F ¼ hΨϕ0

jρ̂jΨϕ0
i ¼ ½Pð↑↑Þ þ Pð↓↓Þ�=

2þ A=2 [3]. We measure the populations at tg to be
Pð↑↑Þ þ Pð↓↓Þ ¼ 0.997ð16Þ and a fit to the parity scan
shown in Fig. 2(b) gives an amplitude of A ¼ 0.972ð17Þ.
From this we extract a Bell state fidelity of F ¼ 0.985ð12Þ.
The most significant contributions to the infidelity stem

from the heating of the relevant vibrational mode of motion

FIG. 2. (a) Populations Pð↑↑Þ (blue), Pð↓↓Þ (red), and
Pð↑↓Þ þ Pð↓↑Þ (black) after preparing the ion spins in the state
j↓↓i and applying the Mølmer-Sørensen fields for a variable time
t. A maximally entangled state is formed at time tg ¼ 2.7 ms.
Each data point is the average of 500 measurements and the solid
lines are the predicted theoretical curves. (b) ParityΠ ¼ Pð↑↑Þ þ
Pð↓↓Þ − Pð↑↓Þ − Pð↓↑Þ after applying the Mølmer-Sørensen
interaction for a time tg, followed by a π=2 pulse on each ion with
variable phase ϕ. The signal oscillates as cosð2ϕÞ, with an
amplitude A that indicates the magnitude of the off-diagonal
density matrix elements jρ↓↓;↑↑j [3]. Each data point is the
average of 800 measurements and the black line is a fit to the data.
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(1 × 10−2) used during the gate operation and depolarization
of the qubit (3 × 10−3). Both sources of error can be
significantly reduced by increasing the gate speed using a
larger staticmagnetic field gradient and by increasingΩ0. The
depolarization error can be further reduced by improving our
microwave setup as a result of which a coherence time of
seconds should be achievable as already demonstrated by
Baumgart et al. [14].Additional small sources of infidelity are
discussed in the Supplemental Material [32].
Achieving gate fidelities that would enable fault-tolerant

operation using global long-wavelength radiation can be
realized either by the use of ion trap microchips or by a slight
modification of our setup. By reducing the ion-to-nearest-
magnet distance in a modified trap design to 2.4 mm, a
magnetic field gradient of 150 T=mwould result. This gives a
large increase of the motional coupling strength, enabling a
significant reduction of the error terms. Following a full
numerical simulation of the system, a fidelity far above the
relevant fault-tolerant threshold would result using already
demonstrated parameters (see the section entitled “Further
increasing thegate fidelity” in theSupplementalMaterial [32]).
We now describe how the gate method explained above

gives rise to a highly efficient approach to quantum
computing with trapped ions. In previously envisioned
trapped-ion quantum computing architectures the number
of radiation fields required for quantum gate implementa-
tion is strongly correlated with the number of ions used
[17–19]. This constitutes a substantial challenge in the
construction of a large-scale quantum computer, which may
require the manipulation of millions or billions of ions.
We will now outline an approach that completely removes
this undesirable correlation where millions or billions of
laser or long-wavelength radiation fields are replaced with
only a handful of long-wavelength radiation fields.
Ions are located in individual gate zones that are contained

within an array of X junctions as part of a microfabricated
ion trap architecture (see Fig. 3). Currents applied locally to
each gate zone create magnetic field gradients of approx-
imately 150 T=m, to be used for entanglement generation. In
order to select any arbitrary set of gate zones for single- or
two-qubit gate execution, one simply shifts the position of
the ion(s) within these zones axially with respect to the
magnetic field gradient by an appropriate amount using local
dc electrodes already used for ion transport within the ion
trap array. In a magnetic field gradient, such shifts in the ion
positions result in a variation of the local offset magnetic
field. The transition frequency of the quantum-engineered
clock qubit used in this work can be changed using such
offset magnetic fields. This provides the ability to tune the
quantum-engineered clock qubit into and out of resonance
with globally applied long-wavelength radiation fields.
Therefore, ions in any arbitrary zone can be tuned into
resonance with a set of globally applied microwave and rf
fields (of the sort used to implement the two-qubit gate
presented in this Letter), providing parallel execution of

gates in relevant zones while all other zones on the
architecture remain off resonant. Alternatively, instead of
using the displacement of the ions to change the offset
magnetic field, an offset magnetic field could be generated
using additional local magnetic field coils located under
each gate zone. Microwave horns and antennas located
outside the vacuum system broadcast the required set of
microwave and rf fields over the entire microchip or
quantum computer architecture. Quantum operations are
then applied in parallel to arbitrarily many sets of
qubits with negligible cross talk (see the section entitled
“Extension to a large-scale architecture” in the
Supplemental Material [32]) using a small number of offset
magnetic fields and associated sets of global microwave and
rf fields, as shown in Fig. 3. Since the global fields are
broadcast across the entire architecture, the number of
required fields scales only with the number of different
types of gates to be performed.
We have developed an efficient approach to quantum

information processing with trapped ions. We proposed a
method where gate operations within the trapped-ion
quantum computer are facilitated by the application of

FIG. 3. Ions are confined in a two-dimensional X-junction
surface trap architecture. Local dc electrodes are used to shift the
center of the trapping potentials in the magnetic field gradient in
order to tune a particular zone in resonance with a particular set of
microwave and rf fields (illustrated in the dashed box). The ion
displacements in the green (red) zones tune the respective ions
into resonance with the global fields to realize single- (two-)qubit
gates while no shift is applied to the blue zones, making all
globally applied fields off resonant for ions located in these
zones. Current-carrying wires (not shown for clarity) located
below each gate zone (indicated by yellow lines) create a static
magnetic field gradient local within each gate zone.
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voltages to each logic gate location, analogous to transis-
tors within a classical computer processor. Only a handful
of global radiation fields, which are broadcasted across the
entire quantum computer architecture, are required, no
matter how many ions are used as part of the quantum
computation. While there are still laser beams required for
laser cooling, photoionization, repumping, and sympathetic
cooling, these can be applied as global beams, so their
number is not strongly correlated to the number of qubits
and alignment and stability requirements are not very
stringent. Besides describing the method, we have also
reported the experimental demonstration of the key ingre-
dient for this approach, namely, a new type of two-qubit
entanglement gate utilizing long-wavelength radiation.
Using this method we have created a maximally entangled
state with fidelity close to the relevant fault-tolerant thresh-
old. This method of creating high-fidelity entangled states
may also have significant impact in areas other than
quantum computing, owing to its simplicity and robustness.
This simple-to-implement gate mechanism can be used in a
large breadth of experiments in areas relying on the creation
of entanglement such as quantum simulation, quantum
sensing, and quantum metrology.
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